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In the field of ecology, there is a growing interest in machine (including deep) learning for processing

and automatizing repetitive analyses on large amounts of images collected from camera traps, drones and

smartphones, among others. These analyses include species or individual recognition and classification,

counting or tracking individuals, detecting and classifying behavior. By saving countless times of manual work

and tapping into massive amounts of data that keep accumulating with technological advances, machine

learning is becoming an essential tool for ecologists. We refer to recent papers for more details on machine

learning for ecology and evolution (Besson et al. 2022, Borowiec et al. 2022, Christin et al. 2019, Goodwin et

al. 2022, Lamba et al. 2019, Nazir & Kaleem 2021, Perry et al. 2022, Picher & Hartig 2023, Tuia et al. 2022,

Wäldchen & Mäder 2018).

In their paper, Nakagawa et al. (2023) conducted a systematic review of the literature on machine learning

for wildlife imagery. Interestingly, the authors used a method unfamiliar to ecologists but well-established

in medicine called rapid review, which has the advantage of being quickly completed compared to a fully

comprehensive systematic review while being representative (Lagisz et al., 2022). Through a rigorous examina-

tion of more than 200 articles, the authors identified trends and gaps, and provided suggestions for future

work. Listing all their findings would be counterproductive (you’d better read the paper), and I will focus on

a few results that I have found striking, fully assuming a biased reading of the paper. First, Nakagawa et al.

(2023) found that most articles used neural networks to analyze images, in general through collaboration with

computer scientists. A challenge here is probably to think of teaching computer vision to the generations

of ecologists to come (Cole et al. 2023). Second, the images were dominantly collected from camera traps,
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with an increase in the use of aerial images from drones/aircrafts that raise specific challenges. Third, the

species concerned were mostly mammals and birds, suggesting that future applications should aim to mitigate

this taxonomic bias, by including, e.g., invertebrate species. Fourth, most papers were written by authors

affiliated with three countries (Australia, China, and the USA) while India and African countries provided lots of

images, likely an example of scientific colonialism which should be tackled by e.g., capacity building and the

involvement of local collaborators. Last, few studies shared their code and data, which obviously impedes repro-

ducibility. Hopefully, with the journals’ policy ofmandatory sharing of codes and data, this trendwill be reversed.
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Decision by Olivier Gimenez, posted 19 December 2022, validated 21 December 2022

Decision on ”Rapid literature mapping on the recent use of machine learning for wildlife imagery”

Dear Dr Nakagawa,

We have now received 2 reports on your preprint written by experts in the field.

I would like to apologise for the tone used by Dr Falk Huettmann which I find aggressive and inappropriate

(I might read it wrong, English is not my first language).

Now trying to read between the lines of his report, I guess there is a convergence with the second major

issue raised by the other referee, in that the study should be better motivated, the results explored in the light

of the existing reviews on ML/AI and the main messages explicitely pitched.

The first major issue raised by the anonymous referee shouldn’t be too difficult to address.

I realise that revising your manuscript will require extensive work, but I recommend a revision instead of a

rejection cause I’d like to read another version of your work.

Cheers,

Olivier Gimenez

Reviewed by anonymous reviewer 1, 29 November 2022

I had the pleasure to read the manuscript by Nakagawa et al which proposes an overview of the use of

machine learning algorithms for wildlife imagery. The manuscript is based on an automatic literature survey

and intend to answer different questions about the trends in this filed (ML for wildlife image). The paper is

interesting and the different steps are well described. Still, the quality of the english writing could be greatly

improved (the english is correct but could be more fluid).
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However, I have a number of concerns, actually two major issues that I would like to share with the authors,

hoping this could help improving the manuscript.

First, the authors explain that this is a ”rapid” review (”rapid” is actually used in the title as well). Whereas

I understand that it is important to be fast when studying a very active field, I am not really convinced that

”rapid” does not imply ”incomplete” study. Could the authors tell us what would have been a ”not rapid”

review, and explain how much it would have been too long to perform? In the manuscript, I was alerted to

the quality/exhaustivity of the results when observing that 1/ many figures show decreasing (and misleading)

trends for year 2021 compared to the others; 2/ many species were not checked by the authors when collecting

the species involved in re-id studies. 1/ On every figures showing paper counts, there is a decreasing slope

for 2021. The reader can consider this slope as a trend, whereas this is only because papers after October

2021 were not used. I don’t think this is reasonnable to truncate 2021 whereas the data are now available.

2/ It appears that the authors missed a number of papers with their SCOPUS request, at least for species

re-id. Species list for re-identification in Figure 1D does not account for birds (Ferreira et al, MEE 2020), giraffe

(Buehler et al Eco Info 2019; Miele et al, MEE 2021), elephant (Körschens et al), ray manta (Moskvya et al) nor

fruit flies and octopus (Schnieder et al, IEEE 2019). As a consequence, I am still a bit confused about how much

the presented results are exhaustive.

Second, I really appreciated the explanations all along the paper about the different questions and the

different way of answering these questions. Meanwhile, I would recommend a better presentation of the

take-home messages. The paper remains very descriptive (which is great) but it is hard to get the actual

messages raised by the analysis -unless I missed something, which is quite possible. Yes, there are many

studies using camera traps, deep learning, with people from countries outside of the study site. But how much

these results show expected or new trends, how much they inform the reader, how much they complement

the reading of nice review papers such as Besson et al, Eco Lett 2022 , Tula et al, Nature Comm. 2022, Christin

et al, MEE 2019.

I also have a list of minor points:

- Code sharing is now a prerequisite for many journals. I would have been interested in observing the

temporal trend in the percentage of papers with shared code, and possibly by journal (I think fo instance it is

mandatory for MEE). Indeed, the present manuscript could highlight an interesting message about how much

code sharing practices are adopted by the community.

- Another missing point is the scientific domain of the authors: how frequent are multi-disciplinary teams,

involving which disciplines ?

l22: missing coma after ”count”

l23: a lack in survey? well, there are nice review papers Besson et al, Eco Lett 2022 , Tula et al, Nature Comm.

2022, Christin et al, MEE 2019

l.29 CONVOLUTIONNAL neural networks

l:.29-30 unclear

l.53 10 years into one week ? it seems overestimated

l.54-64 paragraph with some redundancy

74. The use of ”rapid” is pejorative

l.78 ’research weaving’? what’s the interest of rapid approach then ?

l.88 ”analysis code” => ”source code to reproduce the analysis”

l.104 typo ”it can be” instead of ”I can be”

l.105-107 should me moved to introduction.

Alternatively 100-107 could be moved as a whole to the intro

l.116 two commas + why lower case then upper case?

l.118 do we say ”thermal imaging” ?

l.123 what is, for the authors, the difference between ”recognition” and ”classification” ?
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Actually the sentence with multiple entry using ”/” is not correct

(what would be ”individual animal classification” ?)

l.233 ”The primary use of machine learning ... followed by individual recognition (19% of studies)” what is

this 19% ? I don’t think only 19% of studies used machine learning.

l.239 Sentence not clear.

l.309 Is this paper using GBIF relevant for the present bibliographic study? not convinced.

Figure 3: how could the algorithm be ”unclear” ?

Reviewed by Falk Huettmann, 11 December 2022

Hello,

thanks for the manuscript (MS) titled ’Rapid literature mapping on the recent use of machine learning for

wildlife imagery’ by Nakagawa et al.

I found this work not much relevant or informative, hardly needed.

I have a hard time with the title, ”mapping”! as I see no map and just a description of a fast and rapid online

search. Already a research design is widely absent, no valid hypothesis formed or tested.

Instead of ’rapid’ I propose we can have a THOROUGH and DEEP REVIEW of the topic; that would be better.

Why here quick and dirty, and how justified ?

While the MS is well written, it has virtually nothing in there that is not known, or relevant for conservation.

It’s an incomplete book-keeping effort for the year 2022; how is that science or helps wildlife management and

sustainability ?.

The biggest science budgets are in the U.S. (by far), and per capita, in Canada, and later EU. So what’s new ?

Any science effort - including camera trap data work, relfects nothing but that.

When it comes to ’wildlife’, why not using biodiversity and endemic species ? That would be more insightful.

Then, as a key issue, conservation: How about these days we publish wildlife species to death in books, and

with ML/AI and camera traps (tons of data), while the actual species, habitats and wilderness are vastly on the

decline. So what is really the progress ? Already the CO2 footprint of science, camera traps, imagery, ML/AI

and gear is a conservation ’sink’ due to the consumption. It’s niot sustainable whatsoever.

That’s the reality picture, but authors totally are silent - neoliberal- about it. Adding viepoints from Ecological

Economics would help here and are expected.The topic of POVERTY is widely ignored, but a key issue worldwide,

and for wildlife. One may add the 8 billion people, climate change etc. Myself, I am always concerned when

’spying’ is not discussed in such data, e.g. camera traps, drones, planes.

Lastly, I totally agree on the topic of no data sharing in such applications. That’s indeed a great topic of

failure but widely known and just a marginal result in the MS; see (missing) camera trap data in Antarctica,

Svalbard or in GBIF by mandated member nations, and then, see NGOs often being excempt. And include

metadata in this dicussion.

Anyways, how does all of this serve mankind, or wildlife better ?

I see nothing relevant or new provided in this MS, just another endless re-chew of things most people know

with some R-type graphs (but data are ’rapid’ and thus not thorough). May we call this internet research ?

Overall, I find this MS not so informative and poorly thought out. It oversells itself.

Thanks, that’s my assessment of this worlk.

Kind regards

Falk Huettmann
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