
‭Cover letter‬

‭Dear Aurélie Coulon, Maxime Dahirel, and anonymous reviewer,‬

‭Thank you very much for the helpful comments on this manuscript! We really‬
‭appreciate the time you have taken over the years for this piece of research,‬
‭especially this article that developed as an addition to the initial preregistration.‬
‭Based on your feedback, we have now (1) reframed the manuscript from a‬
‭post-hoc addition to having its own clear focus on applying Bayesian‬
‭reinforcement learning models to serial reversal experiments, (2) restructured the‬
‭manuscript to more clearly explain the rationale for the different analyses and we‬
‭link these from the introduction through the methods and results, (3) added‬
‭explanations that were missing from the methods, and (4) checked the wording‬
‭and presentation throughout. Please find our detailed replies to the comments‬
‭below (in bold).‬

‭In addition to the version with tracked changes that we uploaded at the PCI‬
‭Ecology website (almost all of the text has changed or been moved), here are‬
‭links to alternative versions of the article, depending on which you prefer:‬

‭-PDF at EcoEvoRxiv (version 2):‬‭https://ecoevorxiv.org/repository/view/3689/‬

‭-rmd file with the text and the code (version-tracked):‬
‭https://github.com/corinalogan/grackles/blob/master/Files/Preregistrations/g_flex‬
‭manip2post.Rmd‬

‭Thank you so much for all of your help throughout this whole research process!‬

‭All our best,‬

‭Dieter Lukas (on behalf of all co-authors)‬
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‭Round #1‬

‭by Aurélie Coulon, 08 Nov 2022 15:22‬
‭Manuscript:‬‭https://doi.org/10.32942/osf.io/4ycps‬

‭Revision needed for the preprint "Behavioral flexibility is manipulatable and it improves‬
‭flexibility and problem solving in a new context: post-hoc analyses of the components of‬
‭behavioral flexibility"‬

‭Dear Dr Lukas and collaborators,‬

‭Two reviewers have assessed your preprint called “Behavioral flexibility is‬
‭manipulatable and it improves flexibility and problem solving in a new context: post-hoc‬
‭analyses of the components of behavioral flexibility”. One of them, Maxime Dahirel, also‬
‭reviewed the 2 other post-study manuscripts of the preregistration that received in‬
‭principle recommendation on 26 mar 2019.‬

‭Based on these reviews and my reading of your preprint, I think it has a good potential‬
‭interest. However, several aspects need to be worked, especially to make your work‬
‭clearer (more explanations of the theory and of the methods, more streamlining of the‬
‭analyses and results) and more convincing. For example, some aspects related to the‬
‭simulation work are unclear, which makes its goals and interpretation uncertain. The two‬
‭reviewers made very precise and extensive comments, that will be important to take into‬
‭account to reveal the potential of your work.‬

‭Best,‬

‭Aurélie Coulon,‬

‭Recommender, PCI Ecology.‬
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‭Reviewer 1‬
‭Reviewed by Maxime Dahirel, 27 Oct 2022 19:28‬

‭I have now read the manuscript entitled “Behavioral flexibility is manipulatable and it‬
‭improves flexibility and problem solving in a new context: post-hoc analyses of the‬
‭components of behavioral flexibility” by Lukas et al. This manuscript is the third‬
‭emerging from a three-way split of a previous large manuscript that had an in-principle‬
‭preregistration acceptance. Contrary to the other two and as indicated in its title, it is‬
‭however entirely relying on non-preregistered data analyses, and as such may not‬
‭benefit a priori from that in-principle preregistration acceptance.‬

‭I have mixed feelings about this manuscript. On the one hand, the authors root their‬
‭analysis in a wish to bring more principled analysis methods to behavioural data,‬
‭explicitly grounded in preexisting theoretical research, which hopefully should lead to‬
‭more interpretable and transferable results. The theoretical model they root their‬
‭manuscript on is relatively clearly presented, and seems appropriate (from an external‬
‭but quantitatively-minded viewpoint). However, the authors also consistently‬
‭underdescribe the protocols, data, and results, which make the manuscript difficult to‬
‭parse for anyone who hasn’t read the first Logan et al. preprint immediately before (or in‬
‭some cases, the original preregistration). They also seem to either make some mistakes‬
‭in the implementation of the analysis, and/or fail to accurately explain what they did in‬
‭the manuscript. While I did read the attached code, I note that it is not always easy to‬
‭decide which of these two alternatives it is from it.‬

‭Reply 1.0: Thank you for your continuing constructive and insightful feedback.‬
‭Based on the comments, we realized that by simply moving previous post-hoc‬
‭analyses from the longer manuscript we did not provide sufficient focus and‬
‭explanations for the research presented here. In light of this, we have now‬
‭completely reframed and restructured the article.‬

‭Please find below my detailed point-by-point comments:‬

‭COMMENT 1.1: First paragraph of the Introduction: I am sceptical of the choice to‬
‭frame the introduction of the paper so heavily around the replicability crisis. On the one‬
‭hand, yes the study was preregistered, and indeed theory-minded models as the ones‬
‭used here are a way to increase interpretability of, and confidence in research results.‬
‭On the other hand, this entire paper is a non-preregistered post-hoc re-analysis (a‬
‭series of such analyses actually), and of a dataset with a relatively small sample size.‬
‭These are some of the exact issues that have been (with different levels of justification)‬
‭involved in the so-called replicability crisis.‬
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‭I would advise not to rely too much on that framing, or at least not that‬
‭generally/broadly. The narrower idea that analyses of behavioural data may be more‬
‭meaningful/interpretable/transferrable if they rely on models explicitly rooted in theory,‬
‭rather than general-purpose “ready-to-wear” statistical analyses (“heliocentric” vs‬
‭“geocentric” models, to keep (McElreath, 2020)‘s analogy), is a sound one though.‬

‭Reply 1.1: We agree that the previous framing did not target what this article‬
‭could and could not achieve. We have now reframed the article to focus on the‬
‭benefit of applying and modifying Bayesian reinforcement models to serial‬
‭reversal learning tasks, linking this to the specific analyses that are being‬
‭presented. We agree that this avoids confusion, helps to bring in relevant‬
‭literature, and clarifies the interpretation of the result. We have changed the title,‬
‭abstract, introduction, research questions, and discussion accordingly.‬

‭COMMENT 1.2: There is a number of elements in the Methods description that at best‬
‭require large amounts of clarifications, and at worse to re-do or remove entire analyses:‬

‭2A: The aims and design of the simulation analysis (Methods “1) Using simulations to‬
‭check models …” ) are very unclear. Is it (a) to determine the contributions of phi and‬
‭lambda to learning variation in general? (b) the specific grackle dataset? (c) In the‬
‭statistical population from which these grackles originate?‬

‭From reading the comments in the attached code (!) it actually appears to be “none of‬
‭the above: it seems that the aims of that part of the study is to test whether the‬
‭theory-minded model is able to recover the parameter values used to generate the‬
‭simulated data that were used for the power analysis, back during the preregistration.‬
‭Except that either (i) the simulated data were generated using that theory-minded‬
‭model, and in that case checking that this matches is not a research question per se,‬
‭but a prerequisite to the actual analysis and a sense check, or (ii) the simulations were‬
‭generated using a different process, and in that case there might be something‬
‭interesting to compare. However, it is very unclear from the manuscript what that is.  I‬
‭invite the authors to carefully reconsider whether that simulation brings anything to the‬
‭manuscript.‬

‭Reply 1.2: We added specific research questions with explanations of their‬
‭rationale and predictions for each of the different analyses we present. The‬
‭simulations were initially set up as as part of a different preregistration, where‬
‭they served to estimate power for a population comparison. We re-used the‬
‭simulations here for a different purpose. For the simulations, we now explain that‬
‭our aim is to determine whether (1) Bayesian reinforcement learning models can‬
‭be used to detect changes in behavioral flexibility during an experiment, as‬
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‭previous studies have only inferred single static assessments of individuals; and‬
‭(2) what behavior we should expect in the specific experiment we analyzed for the‬
‭grackles, as these models previously were used to make general predictions or‬
‭inferences. We added the following two research questions, and use this framing‬
‭also for the methods, results, and discussion:‬

‭“1) Are the Bayesian reinforcement learning models sufficiently sensitive to‬
‭detect changes that occur across the limited number of serial reversals that‬
‭individuals participated in?‬

‭The models infer two parameters, the association updating rate $\phi$ and the‬
‭sensitivity to learned associations $\lambda$, from the behavior of individuals,‬
‭from across the traditional single outcome, the number of trials needed to reach‬
‭the criterion. In theory, multiple combinations of the two parameters could lead to‬
‭the same number of trials during a given reversal. Whether information from a‬
‭single or few reversals is sufficient to infer these values for individuals at‬
‭different time points throughout a serial reversal experiment has not been‬
‭systematically addressed before, so we used simulations to assess whether‬
‭these models work on the samples that people usually work with. Determining the‬
‭minimum number of choices per individual necessary to correctly infer their‬
‭underlying parameters is necessary to reveal the dynamic changes in these‬
‭parameters as individuals adjust their expectation of change throughout the‬
‭serial reversal learning experiments and react accordingly.‬

‭Prediction 1: We predicted that the Bayesian reinforcement learning model can‬
‭reliably infer the two parameters based on the choices individuals make during‬
‭reversal learning, and that it can detect changes in these parameters that might‬
‭occur during the series of reversals that individuals usually experience (4-6‬
‭reversals).‬

‭2)  Is a strategy of high association-updating ($\phi$) and low sensitivity to‬
‭learned associations ($\lambda$) best to reduce errors in the serial learning‬
‭experiment?‬

‭Previous modeling work predicts that in situations in which changes are abrupt,‬
‭but information is reliable, individuals learning in accordance with a Bayesian‬
‭reinforcement model should show a high association-updating rate and a low‬
‭sensitivity to learned associations (Dunlap & Stevens 2009, Breen & Deffner‬
‭2023). The modeled situations were however abstract and the inferred optimal‬
‭association updating rates and sensitivities higher than what is usually observed‬
‭in reversal learning experiments. We therefore perform simulations of the specific‬
‭behavior exhibited in serial reversal learning experiments to assess how changes‬
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‭in the choices individuals make link to their $\phi$ and $\lambda$ values. In‬
‭addition, previous studies were only focused on the optimal values for the two‬
‭parameters in different situations rather than looking at how $\phi$ and $\lambda$‬
‭interact to explain variation among individuals. We therefore also use the‬
‭simulations to determine whether one of the two parameters $\phi$ and‬
‭$\lambda$ might explain more of the variation in the number of trials individuals‬
‭need to reach the criterion of choosing the correct option 17 out of 20 times‬
‭during a reversal.‬

‭Prediction 2: We predicted that both $\phi$ and $\lambda$ influence the‬
‭performance of individuals in a reversal learning task, with higher $\phi$ values‬
‭(faster learning with a higher association-updating rate) and lower $\lambda$‬
‭values (more exploration with less sensitivity to learned associations) leading to‬
‭individuals more quickly reaching the passing criterion after a reversal in the‬
‭color of the rewarded option.”‬

‭COMMENT 1.3: In addition, I note that the authors analyse the simulated data (number‬
‭of trials to reverse) assuming a Gaussian likelihood (line 178), where these are count‬
‭data (probably more suited to Poisson/Negative-Binomial). As mentioned again and‬
‭again in earlier reviews, this may or may not influence the interpretation in the end, but‬
‭you can’t be sure without checking the data meet the likelihood’s assumptions.‬

‭Reply 1.3: Thank you for highlighting that the number of trials to reach the‬
‭criterion during the reversal needed a different likelihood. The models in which‬
‭we attempt to explain variation in the number of trials are now constructed‬
‭assuming a Poisson distribution, with a log-likelihood link, which we explain in‬
‭the Methods:‬
‭“We assumed that the number of trials followed a Poisson distribution, because‬
‭the number of trials to reach criterion is a count that is bounded at smaller‬
‭numbers (individuals will need at least 20 trials to reach the criterion), with a‬
‭log-linear link, because we expect there are diminishing influences of further‬
‭increases in $\phi$ or $\lambda$.”‬
‭This did not, overall, change any of the previous associations, but makes the‬
‭inferences more precise.‬

‭COMMENT 1.4: Most if not all the analyses are done in a Bayesian framework using‬
‭Stan. Yet the authors do not give key details that should be provided with any such‬
‭analyses, such as: the priors and‬‭why‬‭they were chosen;‬‭how did they check‬
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‭convergence and how; did they run posterior predictive checks… All of these have the‬
‭potential to affect the validity of the inference (Gelman et al., 2020; McElreath, 2020);‬
‭thus information on how they were done is needed. In particular, cursory reading of the‬
‭code signals that priors were altered from the original choices: then, some explanation‬
‭is needed either a minima to explain the final prior choice, a maxima to explain the initial‬
‭priors, why they were bad, and why the final choice is better (I am in principle OK with‬
‭the a minima option)‬

‭Reply 1.4: We realized that we had not provided sufficient information on all of the‬
‭model formulation and their estimation. For all statistical models, we added the‬
‭specific formulas linking the outcome to the predictor variables, the priors, and‬
‭the rationale for choosing particular priors. In all instances priors were informed‬
‭by previous data from a different population or by the predictions. Here is the‬
‭example for the model investigating the number of trials in relation to phi and‬
‭lambda in the Methods:‬

‭“Number of trials to reverse ~ Poisson(mu)‬
‭log mu = a + b*phi + c*lambda‬
‭a ~ Normal(4.5,1)‬
‭b ~ Normal(0,1)‬
‭c ~ Normal(0,1)‬

‭The prior for the intercept a was based on the average number of trials birds in‬
‭Santa Barbara were observed to need to reach the criterion during the reversal‬
‭(mean of 4.5 is equal to logarithm of 90, standard deviation set to 1 to constrain‬
‭the estimate to the range observed across individuals). The priors for the‬
‭relationships with $\phi$ and $\lambda$ were centered on zero, indicating that‬
‭a-priori we do not bias it toward either a positive or a negative relationship.”‬

‭We also added more general information about how we estimated these statistical‬
‭models in the Bayesian framework in the Methods:‬

‭“This, and all following statistical models, were implemented using functions of‬
‭the package ‘rethinking’ (McElreath 2020) in R to estimate the association with‬
‭stan. Following the social convention set in (McElreath 2020), we report the mean‬
‭estimate and the 89% confidence interval from the posterior estimate from these‬
‭models. For each model, we ran four chains with 10,000 iterations each (half of‬
‭which burn-in, half samples for the posterior). We checked that the number of‬
‭effective samples was sufficiently high and evenly distributed across parameters‬
‭such that auto-correlation did not influence the estimates. We also confirmed that‬
‭in all cases the Gelman-Rubin convergence diagnostic, Ȓ, was 1.01 or smaller‬
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‭indicating that the chains had converged on the final estimates. In all cases, we‬
‭also linked the model inferences back to the distribution of the raw data to‬
‭confirm that the estimated predictions matched the observed patterns.”‬

‭COMMENT 1.5: the models used to estimate phi and lambda from the observed bird‬
‭data are‬‭severely‬‭underdescribed (“2) Estimating 𝜙‬‭and 𝜆 from the observed …”). In‬
‭addition to all the issues in 2B: what is the likelihood (one could assume Normal, but‬
‭see comment 2A)? Was one model fitted per bird, or was an overall mixed model fixed‬
‭for all birds, with bird-specific random effects for phi and lambda (the code suggests the‬
‭latter, as should be)? Was the correlation between phi and lambda at the bird level‬
‭modelled explicitly or estimated later? When the authors say that were estimated‬
‭separately for the beginning and the end of the experiment, is that “separate” as in “2‬
‭separate models”, or “separate” as in “we added a beginning/end factor effect”? Same‬
‭for control vs manipulated? Why only use the first 2 and final 2 trials, and not the entire‬
‭sequence? All of these questions need some form of answer in the manuscript, to be‬
‭able to pass‬‭any‬‭judgment on the validity of the Results.‬‭Some of these answers seem‬
‭to be in the attached code; they should also be in the manuscript.‬

‭Reply 1.5: We expanded the section about the implementation and estimation of‬
‭the Bayesian reinforcement model. We fit an overall model with‬
‭individual-specific random effects for phi and lambda. We provide additional‬
‭detail about the model in the Methods:‬

‭“We implemented the Bayesian reinforcement learning model in the statistical‬
‭language Stan [Stan Development Team 2020], calling the model and analyzing its‬
‭output in R. The model takes the full series of choices individuals make (which of‬
‭the two options did they choose, which option was rewarded, did they make the‬
‭correct choice) across all their trials to find the $\phi$ and $\lambda$ values that‬
‭best fit these choices given the two equations: whether or not individuals chose‬
‭the rewarded option was reflected as a categorical likelihood (yes or no) with‬
‭probability P as estimated from equation 2, before updating the associations‬
‭using equation 1. The model was fit across all choices, with individual $\phi$ and‬
‭$\lambda$ values estimated as varying effects. In the model, $\phi$ is estimated‬
‭on the logit-scale to force the values to be positive before being converted back‬
‭for equation 1 to update the associations, and $\lambda$ is estimated on the‬
‭log-scale to account for the exponentiation that occurs in equation 2. We set the‬
‭priors for both to come from a normal distribution with a mean of zero and a‬
‭standard deviation of one. We set the initial associations with both options for all‬
‭individuals at the beginning of the experiment to 0.1 to indicate that they do not‬
‭have an initial preference for either option but are likely to be somewhat curious‬
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‭about exploring the tubes because they previously underwent habituation to food‬
‭in tubes with a differently colored tube (see below). For estimations at the end of‬
‭the serial reversal learning experiment, we set the association with the option that‬
‭was rewarded before the switch to 0.7 and the option that was previously not‬
‭rewarded to 0.1.”‬

‭This model was fit to different subsets of the data. We used the simulations to‬
‭determine the minimum sample required to accurately estimate an individual’s‬
‭phi and lambda. This turned out to be two phases, across one switch. This is why,‬
‭for the grackles, we used the trials from the first two phases (initial discrimination‬
‭and reversal one) to estimate their behavioral flexibility at the beginning, and‬
‭from their final two phases (their last two reversals) to estimate their behavioral‬
‭flexibility at the end. Our research question now details why we are interested in‬
‭the dynamic changes between these two phases (beginning vs end) rather than‬
‭the entire sequence. In the methods, we now detail the different subsets of data‬
‭that the model was applied to:‬

‭“We fit the Bayesian reinforcement learning model to the data of both the control‬
‭and the manipulated grackles. Based on the simulation results indicating that the‬
‭minimum sample required for accurate estimation are two learning phases across‬
‭one switch (see below), we fit the model first to only the choices from the initial‬
‭association learning phase and the first reversal learning phase for both control‬
‭and manipulated individuals. For the control birds, these estimated $\phi$ and‬
‭$\lambda$ values also reflect their behavioral flexibility at the end of the reversal‬
‭learning experiment. For the manipulated grackles, we additionally calculated‬
‭$\phi$ and $\lambda$ separately for their final two reversals at the end of the‬
‭manipulation to infer the potential changes in the parameters.”‬

‭COMMENT 1.6: The third part of the analysis described in Methods is “3) Linking 𝜙 and‬
‭𝜆 from the observed serial reversal learning performances to the performance on the‬
‭multi-access boxes”. It relies on using phi and lambda estimated from reversal trials to‬
‭explain performance in the multi-access boxes. There is however a fundamental and‬
‭potentially breaking issue here, based on the text provided: the authors seem to ignore‬
‭uncertainty in the estimated phi and lambda. See “The values for 𝜙 and 𝜆 for each‬
‭individual are estimated as the mean from 2000 samples from the posterior” (line 158),‬
‭which is not contradicted by anything later on, and seems to be consistent with the code‬
‭attached. It is well-known (see e.g. Houslay & Wilson, 2017 for a discussion in the‬
‭context of behavioural syndromes), that this kind of “statistics-on-statistics” where error‬
‭is ignored can lead to anticonservative analyses and wrong inferences, by inflating the‬
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‭degree of certainty we have about the underlying data points (here the phis and‬
‭lambdas). Given individual estimated lambda and phi are going to be quite uncertain,‬
‭given the limited data, this may likely be a very strong issue here.‬

‭Several options are available to accurately propagate uncertainty in phi and lambda. I‬
‭present 3 below, but these are just the ones I am familiar with; other may be available:‬

‭-        using a multivariate model combining the analyses in Methods 2) and Methods 3)‬
‭in one single model, in which the phi and lambda act as the link between reversal  and‬
‭multi-box performance.‬

‭-        Use measurement error models (see chapter 15 in (McElreath, 2020))‬

‭-        Fit the model N times, one per posterior sample from the distribution of phis and‬
‭lambdas obtained in Methods 2) and combine the posteriors. See (Nakagawa & De‬
‭Villemereuil, 2019) for an application in the context of phylogenetic uncertainty. This has‬
‭links to multiple imputation methods‬
‭(‬‭https://cran.r-project.org/web/packages/brms/vignettes/brms_missings.html‬‭)‬

‭Reply 1.6: We had perceived the Bayesian reinforcement learning model as a‬
‭mechanistic model rather than a statistical model, which is why previously had‬
‭performed the further analyses with the single estimates. Your comment though‬
‭correctly points out that, with a mechanistic model, there is uncertainty in the‬
‭estimates. We now integrate this uncertainty with the approach you outline as‬
‭option 3, repeating the subsequent analyses across samples from the posterior.‬
‭The estimated phi and lambda values are predictor, not outcome variables, which‬
‭is why the measurement error model does not appear appropriate in this case.‬
‭For efficiency, we split the estimation of phi and lambda from the further models‬
‭instead of each time reestimating phi and lambda repeatedly. We now explain this‬
‭in the Methods:‬

‭“We used functions of the package ‘posterior’ [@vehtari2021rank] to draw 4000‬
‭samples from the posterior (the default in the functions). We report the estimates‬
‭for $\phi$ and $\lambda$ for each individual (simulated or grackle) as the mean‬
‭from these samples from the posterior. For the subsequent analyses where the‬
‭estimated $\phi$ and $\lambda$ values were response or predictor variables, we‬
‭ran the analyses both with the single mean per individual as well as looping over‬
‭the full 4000 samples from the posterior to reflect the uncertainty in the‬
‭estimates. The analyses with the samples from the posterior provided the same‬
‭estimates as the analyses with the single mean values, though with larger‬
‭confidence estimates because of the increased uncertainty. In the results, we‬
‭report the estimates from the analyses with the mean values, the estimates with‬
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‭the samples from the posterior can be found in the code in the .rmd file at the‬
‭repository. In analyses where $\phi$ and $\lambda$ are predictor variables, we‬
‭standardized the values that went into each analyses (either the means, or the‬
‭respective samples from the posterior) by subtracting the average from each‬
‭value and then dividing by the standard deviation. We did this to define the priors‬
‭for the relationship on a more standard scale and to be able to more directly‬
‭compare their respective influence on the outcome variable.”‬

‭COMMENT 1.7: (Importantly, that issue about accurately conveying uncertainty also‬
‭influences Figures 1,3 and potentially 2. Without information about posterior distribution,‬
‭there is no way to know if any of the points/boxes on any of the panels are actually that‬
‭different from each other, and thus no meaning to gain from the figure)‬

‭Reply 1.7: We changed Figures 1 and 7 to reflect this uncertainty in the estimates.‬
‭We decided not to add this to the now Figure 4 (previous Figure 3) because we‬
‭think it will make the figure too busy and confusing, especially given that the‬
‭analyses with the samples from the posterior did not change any of the statistical‬
‭associations we describe in that figure.‬

‭COMMENT 1.8: Line 216: The authors mention that phi and lambda are correlated. Did‬
‭they consider the implications of this correlation (potential collinearity issues) when they‬
‭included both in the models to explain multi-box performance?‬

‭Reply 1.8: In the discussion, we now interpret the relationships between the‬
‭performance on the multi-access boxes and phi and lambda as potentially being‬
‭caused by an interaction between the two parameters that lead to different‬
‭strategies:‬

‭“We did detect U-shaped relationships between $\phi$ and $\lambda$ and how‬
‭individuals performed on the multi-access boxes. First, grackles with‬
‭intermediate $\phi$ values showed shorter latencies to attempt a new locus. This‬
‭could reflect that grackles with high $\phi$ values take longer because they‬
‭formed very strong associations with the previously rewarded locus, while‬
‭grackles with small $\phi$ values take longer because they do not update their‬
‭associations even though the first locus is no longer rewarded or because they‬
‭do not explore as much because of their small $\lambda$. Second, we found that‬
‭grackles with intermediate values of $\lambda$ solved fewer loci. This could‬
‭indicate that grackles with a small $\lambda$ are more likely to explore new loci‬
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‭while grackles with a large $\lambda$, and low $\phi$ are less likely to return to‬
‭an option that is no longer rewarded. Given that there was also a positive‬
‭correlation between number of loci solved and the latency to attempt a new locus,‬
‭there might be a trade off, where grackles with extreme $\phi$ and $\lambda$‬
‭values solve more loci, but need more time, whereas grackles with intermediate‬
‭values have shorter latencies, but solve fewer loci. We are limited though in our‬
‭interpretation by the small sample sizes. More detailed studies would be needed‬
‭to fully understand how the association-updating rate and the sensitivity to‬
‭learned associations might shape the performance on the multi-access boxes.”‬

‭COMMENT 1.9: I am also slightly worried about a comment in the linked code: “ line‬
‭473# Try different priors to reduce the correlation between estimated phis and‬
‭lambdas”. If phis and lambdas really do have an interpretable biological meaning and do‬
‭reflect two components of behavioural flexibility, it is also perfectly possible and natural‬
‭for them to really be correlated.‬

‭Reply 1.9: This comment was a remnant from the estimation of phi and lambda‬
‭from the simulated data. In the simulated data, we know that phi and lambda are‬
‭not correlated because we assigned all possible combinations of phi and lambda‬
‭to the individuals. We noticed the negative correlation in the estimations from a‬
‭single phase (just initial association learning or just first reversal phase). We‬
‭wanted to see whether we could reduce the correlated shift in the two estimated‬
‭values. However, we realized that this would not be possible because multiple‬
‭combinations of values could lead to the same series of choices during a single‬
‭phase, and that the additional information of how individuals behave after a‬
‭switch is needed to infer the correct values for phi and lambda.‬

‭COMMENT 1.10: Continuing on the description of the multi-access data analysis: the‬
‭mathematical description of the models (lines 224-227 and 233-237) are welcome, but‬
‭they obfuscate what was done for most readers.‬

‭Consider that it is much clearer for the average reader, and just as accurate to simply‬
‭write: “we fit a binomial* GLM(M) (logit** link) explaining the number of loci/4*** each‬
‭individual solved in the multiaccess task by their phi and lambda estimated from the‬
‭reversal learning data.” [replace by *negative-binomial, **log link, ***latency respectively‬
‭for the 2nd model]. The exact math formulas can be given as supplementary material,‬
‭including the prior specifications if the models were fitted in a Bayesian framework‬
‭(which is unclear here).‬
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‭Reply 1.10: We did fit these models in a Bayesian framework. We therefore‬
‭decided to keep the mathematical description in the method section rather than‬
‭moving them to the supplement. As mentioned above (Reply 1.4), we now provide‬
‭more detailed information on all the statistical models (see also below Reply 1.5).‬

‭COMMENT 1.11: What is the rationale for using absolute deviations from the median‬
‭phi/lambda? Why not the usual ways to test for non-linear and especially U-shaped‬
‭relationships, such as quadratic terms for instance? Assuming the mention of using “‬
‭squared phi/lambda” refers to quadratic terms, (a) why not use only those as they are‬
‭standard? (b) from the text the authors imply these models included only phi^2 and‬
‭lambda^2 as explanatory variables, rather than phi, phi^2, lambda and lambda^2?‬

‭Reply 1.11: We had fit the previous models with the absolute deviations because‬
‭we were not sure whether the relationship would exist just because of extreme‬
‭values. With the revised framework, and the clearer analyses for why phi and‬
‭lambda would be negatively correlated at the end of the serial reversal learning‬
‭experiment and why these different strategies grackles develop could also affect‬
‭their performance on the multi-access boxes (see for example new figure 6), we‬
‭realize that the proposed approach of adding quadratic terms is more‬
‭appropriate. We therefore fit a single model for each of the four outcomes‬
‭(latency to approach new locus and number of loci solved on both the plastic and‬
‭the wooden multi-access boxes) with the predictor variables phi, phi squared,‬
‭lambda, and lambda squared:‬

‭“With our observation that $\phi$ and $\lambda$ could be negatively correlated‬
‭(see results), we realized that grackles might be using different strategies when‬
‭facing a situation in which cues change: some grackles might quickly discard‬
‭previous information and rely on what they just experienced (high $\phi$ and low‬
‭$\lambda$), or they might rely on earlier information and continue to explore‬
‭other options (low $\phi$ and high $\lambda$). Accordingly, we assumed that‬
‭there also might be non-linear, U-shaped relationships between $\phi$ and/or‬
‭$\lambda$ and the performance on the multi-access box.‬
‭For the number of loci solved, we fit a binomial model with a logit link:‬
‭locisolved ~ Binomial(4, p)‬
‭logit(p) ~ a[batch] + b * $\phi$ + c * $\phi$^2 + d * $\lambda$ + e * $\lambda$^2‬

‭a ~ dnorm(1, 1)‬
‭b ~ dnorm(0, 1)‬
‭c ~ dnorm(0, 1)‬
‭d ~ dnorm(0, 1)‬
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‭e ~ dnorm(0, 1)‬

‭locisolved is the number of loci solved on the multi-access box, 4 is the total‬
‭number of loci on the multi-access box, p is the probability of solving any one‬
‭locus across the whole experiment, α  is the intercept and each batch gets its‬
‭own, b  is the expected linear amount of change in locisolved for every one unit‬
‭change in $\phi$ in the reversal learning experiments, c is the expected non-linear‬
‭amount of change in locisolved for every one unit change in $\phi$ squared, d the‬
‭expected linear amount of change for changes in $\lambda$, and e the expected‬
‭non-linear amount of change for changes in $\lambda$ squared.”‬

‭COMMENT 1.12: There is a very large number of models provided in results (see‬
‭Tables). This doesn’t match the Methods at all. From the methods as written (excluding‬
‭the simulated data) there are only 3 basic models implied:‬

‭1-Estimating phi and lambda from reversal data (there may be more than one model‬
‭here, see COMMENT 2C, but this can and arguably should be done in one model for all‬
‭birds);‬

‭2 – locisolved in the multi-access test ~phi+lambda‬

‭3 – latency to solve the multi-access test ~phi+lambda‬

‭2 and 3 can of course be declined in several flavours based on whether you use‬
‭linear/quadratic effects of phi or lambda (see COMMENT 5), but this doesn’t add up to‬
‭the 40+ models presented. From what I understand, a large part of these models are‬
‭reanalyses of the ones in Logan et al. I have several comments here:‬

‭are these models still in the new version of Logan et al? do they actually need to be‬
‭reanalysed to make your point?‬

‭If yes to any of these questions, why are they not described in more details? I would‬
‭argue there are no way for the average intended reader to understand what each model‬
‭in the Tables refers to (I cannot guarantee I do, despite having covered most of the‬
‭review history of this project).‬

‭I strongly suggest the authors streamline their analyses to only include the 3 basic‬
‭models I describe above (with the variations I also describe being possible). Alternately,‬
‭the authors may want to include descriptions and rationale for each and every model‬
‭they include in their Tables. In any case, including so many models without clear‬
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‭description or rationale, in a preprint that starts by a paragraph about the reproducibility‬
‭crisis, is bound to attract judgment (see COMMENT 1)‬

‭Reply 1.12: We have restricted our analyses to fit the models to the specific‬
‭research questions outlined in the introduction. For the grackle data, this‬
‭includes the four models for the multi-access boxes (described in Reply 1.5), the‬
‭models that link phi and lambda to the number of trials needed to reach criterion,‬
‭the models describing how phi and lambda changed from the beginning to the‬
‭end of the serial reversal learning experiment, and models determining whether‬
‭how grackles changed during the experiment could be predicted by their‬
‭attributes at the beginning. We now report the results from these models directly‬
‭in the relevant sections of the results, and no longer include the table‬
‭summarizing models.‬

‭COMMENT 1.13: My comment about the validity of the now-Figure 4, from the original‬
‭preprint, still stands: That figure implies causal links between the different items. And my‬
‭criticisms about the underlying models (COMMENT 6) notwithstanding, it is clear that‬
‭these models were not chosen based on a causal framework (from the number of‬
‭models in Tables alone, but also from the text of the manuscript). I again repeat my‬
‭advice to remove that figure, which is of no benefit for the manuscript, or to‬
‭recontextualize it clearly.‬

‭Reply 1.13: We agree that this figure was based on a post-hoc attempt to interpret‬
‭a series of complicated interactions without clear predictions, and have removed‬
‭the figure as well as the respective analyses and their discussion.‬

‭COMMENT 1.14: Following on COMMENT 2D, figure 5 should include measures of‬
‭lambda and phi uncertainty to be informative‬

‭Reply 1.14: We have added an indication of the uncertainty in the estimates of‬
‭lambda and phi to Figure 7 (previous Figure 5).‬

‭MINOR COMMENTS:‬

‭COMMENT 1.15: The title as it stands is not informative on the content of the article, but‬
‭only refers to a previous article.‬
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‭Reply 1.15: With the reframing, we have adapted the title accordingly. We agree‬
‭that this manuscript should stand on its own, rather than just referring to some‬
‭post-hoc analyses.‬

‭“Bayesian reinforcement learning models reveal how great-tailed grackles‬
‭improve their behavioral flexibility in serial reversal learning experiments”‬

‭COMMENT 1.16: Abstract, lines 23-24: “flexibility” is repeated twice in one sentence‬

‭Reply 1.16: We have rewritten the abstract and removed this sentence.‬

‭COMMENT 1.17: Line 24-27 (and throughout the manuscript): the results of Logan et al‬
‭are presented here in a very affirmative, general and certain way. Please remember that‬
‭that paper is still under review and to adjust the language around it accordingly during‬
‭revisions, especially since comments about the limited sample size and its impact on‬
‭the generalisability of conclusions have been made repeatedly.‬

‭Reply 1.17: The original article presenting the data and findings we further‬
‭analyze here has now been published after peer review. Given the limited sample‬
‭sizes though, we have formulated the conclusions in less affirmative way:‬

‭“After the reversal learning experiment, both the manipulated and the control‬
‭grackles were given a different flexibility test using multi-access boxes. Grackles‬
‭who experienced the serial reversal learning experiment subsequently also‬
‭appeared to show improved behavioral flexibility in this different context as they‬
‭required less time to switch to a new option when the previous one was blocked‬
‭and solved a larger number of the four problems presented in the multi-access‬
‭boxes [Logan et al. 2023].”‬

‭COMMENT 1.18: Line 51: As in the previous 2 manuscripts, the authors consistently‬
‭assume the reader knows discipline-specific definitions, and either don’t present them,‬
‭or present them too late/implicitly/as an afterthought. This is the case here for‬
‭“behavioural flexibility”‬

‭Reply 1.18: With the new framing, we now introduce behavioral flexibility in the‬
‭first paragraph:‬

‭“Most animals live in environments that undergo changes which can affect key‬
‭components of their lives, such as where to find food or which areas are safe.‬
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‭Accordingly, individuals are expected to be able to react to these changes. One of‬
‭the ways in which animals react to changes is through behavioral flexibility, the‬
‭ability to change behavior when circumstances change (Mikhalevich et al. 2017).”‬

‭COMMENT 1.19: Throughout the manuscript, the authors cannot seem to agree‬
‭whether to write “phi” and “lambda” or 𝜙 and 𝜆, sometimes alternating between Latin‬
‭and Greek notation in a single paragraph.‬

‭Reply 1.19: We have now consistently switched the notation to the Greek letters 𝜙‬
‭and 𝜆, except for when we first introduce and define these terms:‬

‭“The first process reflects the learning about the environment, through updating‬
‭associations between external cues and potential rewards (or dangers).‬
‭Individuals are expected to show different rates of updating associations (which‬
‭we refer to as 𝜙, the greek letter phi, in the following) in different environments,‬
‭with lower rates when changes are rare and associations are not perfect such‬
‭that a single absence of a reward might be an error rather than indicating a new‬
‭association, and higher rates when changes are frequent and associations are‬
‭reliable such that individuals should update their associations when they‬
‭encounter new information (Dunlap & Stevens 2009, Breen & Deffner 2023). The‬
‭second process reflects how individuals, when presented with a set of cues,‬
‭might decide between these alternative options based on their learned‬
‭associations of the cues. Individuals with larger sensitivity to their learned‬
‭associations (which we refer to as 𝜆, the greek letter lambda, in the following) will‬
‭quickly prefer the option that previously gave them the highest reward (or the‬
‭lowest danger), while individuals with low sensitivity will continue to explore‬
‭alternative options.”‬

‭COMMENT 1.20: Comments about formatting that go back to the original manuscript‬
‭have still not been taken into account. For instance, in Tables, there are many cases of‬
‭missing spaces, missing colons, similar terms alternating between capitalized or not‬
‭with no reason. The presentation of model terms does not make the table easy to read‬
‭(no separation between lines referring to different models). One could also argue that‬
‭“n_eff” should be directly written as “effective sample size” in the table, and that rather‬
‭than writing “Rhat”, one should write in the actual “Rhat” symbol‬

‭Reply 1.20: We have removed the tables and now report the statistical outputs‬
‭directly in the results text.‬
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‭COMMENT 1.21: The citation for Stan is wrong: "(Team et al 2019)"(line 156); S.D.‬
‭Team is not an author name; it should be Stan Development Team. This comments‬
‭adds to my repeated comments here and in previous reviews about checking for correct‬
‭formatting .‬

‭Reply 1.21: Thank you for checking this. We had not double checked the bibtex‬
‭entries before automatically generating the reference list. We have now corrected‬
‭this.‬

‭COMMENT 1.22: The combined code for the analysis and manuscript is extremely long‬
‭and dense, which makes it hard to parse. I would strongly to suggest to split it, first into‬
‭manuscript code and analysis code (remember that you can always split a code in‬
‭parts, and source() the code of a part into another, to make the latter shorter and easier‬
‭to read), and then into sub-analysis code files. I acknowledge that it would be a‬
‭daunting amount of work, so only suggest it. I note that the authors implicitly already do‬
‭that splitting themselves, since they repeatedly re-call libraries and datasets at the start‬
‭of each “chapter” of the code.‬

‭Reply 1.22: We have rewritten the code to match the new structure of the‬
‭manuscript. There is now one code section for each of the 6 sections in the‬
‭results. Each code section is independent, with respective libraries being called‬
‭and data loaded at the beginning of each section. We decided to leave them in the‬
‭rmd file rather than generating separate files that are being sourced so readers‬
‭can more directly link analyses to respective results. Given that the PDF version‬
‭at EcoEvoRxiv does not include the code, we decided to leave the code in the‬
‭rmd file.‬
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‭Reviewer #2 (anonymous)‬

‭Dear Editor and Authors,‬

‭I reviewed the paper “Behavioral flexibility is manipulatable and it improves flexibility‬
‭and problem solving in a new context: post-hoc analyses of the components of‬
‭behavioral flexbility” by Lukas et al, submitted to Peer Community in Ecology.‬

‭Behavioural flexibility is central to understanding the importance of cognition in animal‬
‭evolution. Among the many learning pathways, individual associative learning may be‬
‭the backbone of some of the most sophisticated behaviours (see publications by Johan‬
‭Lind et al. - “Can associative learning be the general process for intelligent behavior in‬
‭non-human animals?” and “What can associative learning do for planning?”, for a‬
‭demonstration). An interesting question in this regard is to understand how animals are‬
‭able to balance previously constructed associations (i.e. knowledge) with currently‬
‭experienced situations (i.e. cues), and how this affects the ability of individuals in‬
‭different contexts. In this paper, the authors bring an interesting perspective to this‬
‭question, by not only linking behavioural flexibility to individual performance, but by‬
‭trying to understand the mechanism by which such a link is made. In particular, they‬
‭distinguish between the tendency to stick to previous experience and the tendency to‬
‭explore new possibilities as constraints/drivers of behavioural flexibility and performance‬
‭in solving cognitive tasks.‬

‭I found this article very interesting, especially in its methodological approach. It‬
‭necessarily suffers from a small sample size (as is the case with many studies of animal‬
‭behaviour, and which I would not comment, for authors have tackled the statistical‬
‭power of their design in previous publications, and the sampling effort was already‬
‭considerable!). I have also raised a few subsequent points that I would like to discuss.‬
‭Specifically, the authors have tried to be as transparent as possible in their scientific‬
‭approach (pre-submission paper, availability of data, etc.), but I fear that this has‬
‭reached a level that detracts from the understanding of the article. I have therefore‬
‭suggested ways in which the article can be a fully self-contained article, thereby‬
‭improving clarity. In addition, careful editing for typos and consistency of writing is‬
‭necessary, especially if the article is submitted to PCI journal that does not have editing.‬
‭Overall, however, I find this to be a very nice illustration of the value of mechanistic‬
‭modelling in elucidating the causalities linking animal cognition, observed behaviours‬
‭and animal success (even if it is still correlation in the end). To help improve the‬
‭manuscript, I have divided my comments into two main categories, each ordered‬
‭according to the structure of the main text (abstract, introduction, etc.). The first‬
‭(‬‭Comments on content‬‭) is devoted to improving the‬‭substance of the article, covering‬
‭issues ranging from the readability of the article to methodological concerns. A second‬
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‭part (‬‭Comments on the form‬‭) is devoted to minor aspects, such as typos, the‬
‭arrangement of equations or figures, or the flow of the text. As I am not a native English‬
‭speaker myself, my proposed editing of the text is only intended to improve clarity and‬
‭to be more concise. I trust the authors more than myself to make the text accurate in‬
‭English if what I have suggested was not. Finally, although my work focuses on animal‬
‭cognition, I base my studies on behavioural observations in nature, not on experiments.‬
‭Therefore, I cannot firmly evaluate the experimental protocol, which has however‬
‭already been peer-reviewed at the pre-submission stage.‬

‭Although I have highlighted the weaknesses of the paper that I have identified, I do not‬
‭want this to overshadow the many qualities that the document also has,‬

‭I hope that these comments will nevertheless be appreciated by the authors.‬

‭Sincerely.‬

‭Reply 2.0: Thank you for your helpful and detailed feedback. Your suggestions‬
‭helped with the framing of the article, in particular around the different forms of‬
‭uncertainty and change that individuals might have to respond to and how this‬
‭can influence their learning and behavioral flexibility.‬

‭Comments on content‬

‭COMMENT 2.1:‬‭Title: I understand that these are follow-up‬‭analyses to previous work,‬
‭but the authors might consider a more “stand-alone” title. Indeed, it shows new (but‬
‭complementary) results to previous publications. Therefore, the authors could consider‬
‭giving a title that explicitly states the results of these analyses, and only state at the end‬
‭of the introduction that this can be considered as a follow-up analysis to Logan et al.‬
‭(2022).‬

‭Reply 2.1: With the new frame and structure, we have changed the title to reflect‬
‭the specific research presented in this article:‬

‭“Bayesian reinforcement learning models reveal how great-tailed grackles‬
‭improve their behavioral flexibility in serial reversal learning experiments.”‬

‭COMMENT 2.2:‬‭Abstract: I am afraid that, in my opinion‬‭and in its current state, the‬
‭abstract needs to be rewritten, especially to make it accessible to neophytes who are‬
‭unaware of the experimental set-up put in place by the research team. In particular:‬
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‭• The initial sentence is, in my opinion, still too similar to what has already been‬
‭published by the team (Blaisdell et al., 2021), and has lost some precision along the‬
‭way (e.g. flexibility is not associated with adaptation to a new environment per se, which‬
‭I currently understand. Moreover, flexibility can also be deleterious if it is ‘blind’).‬

‭Many terms are at this stage unclear to the reader (context/multiple access box, the‬
‭“components” of behavioural flexibility - not performance, I suppose - which I am not‬
‭sure refer to what is stated afterwards without having read the whole document,‬
‭locus/loci).‬

‭●‬ ‭L25-26, the authors might consider subcategorising the “flexibility” they are‬
‭studying, as there is no “one behaviour” and therefore no one “behavioural‬
‭flexibility”. In particular, the authors are working in the context of associative‬
‭learning during foraging, and it might be important to make this clear (this could‬
‭be also true in the introduction).‬

‭●‬ ‭L30-31 “This result was supported in simulations”. Are the authors referring to the‬
‭model test? If so, I would suggest that the authors do not state it in this way, as‬
‭the simulations were only done to evaluate the methodological approach. The‬
‭authors may only write that “this result was supported by cognitive experiments‬
‭on wild grackles”.‬

‭●‬ ‭The summary lacks a broader perspective outside the world of grackles. Perhaps‬
‭the author could consider adding a sentence about how the work may fit into‬
‭theories around behavioural flexibility (even if this is only speculation, provided it‬
‭is clearly stated).‬

‭●‬ ‭Overall (and like the rest of the paper), the authors might consider presenting the‬
‭text as a stand-alone article. This could be done by not systematically referring to‬
‭the results of the previous experiments (or by linking to the previous publications‬
‭without giving a ‘short’ summary), although the authors could consider this study‬
‭as a post-hoc analysis. I think this would reinforce the ideas that are put forward‬
‭by this paper and that are really distinct from their previous work.‬

‭Reply 2.2: We have now reframed the article to stand alone. The feedback helped‬
‭us move this article from being a description of post-hoc analyses to having a‬
‭clear framework with specific research questions. We have rephrased the‬
‭abstract accordingly, paying attention to explain terms and experiments that‬
‭might not be familiar to a more general audience.‬

‭“Environments can change suddenly and unpredictably, so animals might benefit‬
‭from being able to flexibly adapt their behavior through learning new‬
‭associations. Reversal learning experiments, where individuals initially learn that‬
‭a reward is associated with one of the presented options before the reward is‬
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‭switched to another option forcing individuals to reverse their learned‬
‭associations, have long been used to investigate differences in behavioral‬
‭flexibility among individuals and species.  Here, we apply and expand newly‬
‭developed Bayesian reinforcement learning models to gain additional insights‬
‭into how individuals might adapt their behavioral flexibility in response to the‬
‭changes they experience during reversal learning experiments. Using data from‬
‭simulations and great tailed grackles (Quiscalus mexicanus), we find that two‬
‭parameters, the association updating rate reflecting how much individuals weigh‬
‭the most recent information relative to previously learned associations and the‬
‭sensitivity to learned associations reflecting whether individuals no longer‬
‭explore alternative options after having formed associations, are sufficient to‬
‭explain the different strategies individuals display during the experiment.‬
‭Individuals gain rewards more consistently if they have a higher association‬
‭updating rate, because they learned that cues are reliable and they therefore can‬
‭gain the reward consistently during one phase. The sensitivities to learned‬
‭associations plays a role for the grackles who experienced a series of reversals,‬
‭where individuals with lower sensitivities are better able to explore the alternative‬
‭option after a switch. The grackles who experienced the serial reversal adapted‬
‭their behavioral flexibility, with some individuals being proficient because they‬
‭explore more such that they can quickly change to the alternative option after a‬
‭switch even if they continue to occasionally choose the unrewarded option, while‬
‭others stick to the learned associations such that they take longer to change after‬
‭a switch but once they have reversed their associations consistently choose the‬
‭correct option. These strategies the grackles exhibited at the end of the reversal‬
‭learning experiment also influence their performance on puzzle boxes where‬
‭different ways to access rewards are sometimes available. Grackles with‬
‭intermediate strategies solved fewer ways to access rewards that grackles with‬
‭either of the extreme strategies, but they took longer to attempt a new way. Our‬
‭approach offers new insights into how individuals react to uncertainty and‬
‭changes in their environment, in particular showing that they can adapt their‬
‭behavioral flexibility in response to their experiences.”‬

‭COMMENT 2.3‬‭Introduction‬

‭●‬ ‭To me, the definition of φ as “rate of learning” is at odds with equation 1. Instead,‬
‭equation 1 describes what is called “irrationality”, i.e. the tendency to rely on‬
‭long-term knowledge (low φ) rather than on recent signals. Perhaps the authors‬
‭could opt for another name to avoid this confusion.‬

‭22‬



‭●‬ ‭I don’t understand what it means that “individuals act on small differences in their‬
‭attraction”. In particular, beyond the meaning itself, I also don’t understand how‬
‭this refers to λ. Can the authors think of a way to make this clearer?‬

‭●‬ ‭L70 “less attractive”, the authors might consider specifying “perceived as less‬
‭attractive”, as this depends on the individual’s knowledge, right?‬

‭●‬ ‭L73 At this stage, a naive reader (as I was) may not understand why it is about‬
‭the “both” options, as the experimental setting was not yet detailed. The authors‬
‭may‬
‭therefore consider rewording.‬
‭• L75, the authors give examples of φ values. However, it has not been defined‬
‭that it is between 0 and 1 (which is only understood later from equation 1).‬

‭●‬ ‭May I ask why λ is considered a rate, since with equation 2, it seems that there is‬
‭no constraint on its values, which are therefore not between 0 and 1.‬

‭Reply 2.3: We have changed the labels for both φ and λ, and expanded on their‬
‭definitions in the introduction. We previously tried to match the labels to what‬
‭other people had been using, but now realized that it is more helpful to use labels‬
‭that express more directly what is relevant here. We refer to φ as the‬
‭association-updating rate and λ as the sensitivities to learned associations. In‬
‭addition, with the new frame, we now in the introduction explain how these two‬
‭parameters are assumed to shape the behavior of individuals:‬

‭“The first process reflects the learning about the environment, through updating‬
‭associations between external cues and potential rewards (or dangers).‬
‭Individuals are expected to show different rates of updating associations (which‬
‭we refer to as $\phi$, the greek letter phi, in the following) in different‬
‭environments, with lower rates when changes are rare and associations are not‬
‭perfect such that a single absence of a reward might be an error rather than‬
‭indicating a new association, and higher rates when changes are frequent and‬
‭associations are reliable such that individuals should update their associations‬
‭when they encounter new information (Dunlap & Stevens 2009, Breen & Deffner‬
‭2023). The second process reflects how individuals, when presented with a set of‬
‭cues, might decide between these alternative options based on their learned‬
‭associations of the cues. Individuals with larger sensitivity to their learned‬
‭associations (which we refer to as $\lambda$, the greek letter lambda, in the‬
‭following) will quickly prefer the option that previously gave them the highest‬
‭reward (or the lowest danger), while individuals with low sensitivity will continue‬
‭to explore alternative options. Sensitivities are expected to show the opposite‬
‭pattern to the association-updating rate, with larger sensitivities when cues are‬
‭unreliable but environments are static such that individuals start to exploit the‬
‭rare information they are learning and lower sensitivities when cues are reliable‬
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‭and changes are frequent such that individuals explore alternative options when‬
‭conditions change (Daw et al. 2006, Breen & Deffner 2023).‬
‭…‬
‭The learning of information is reflected by the Rescorla-Wagner rule (Rescorla &‬
‭Wagner 1972), which includes the association-updating rate (the label of the rate‬
‭differs across authors) to place weights the most recent information‬
‭proportionally to the previously accumulated information for that cue (as a‬
‭proportion the rate can range between 0 and 1, see below for equation). The‬
‭decision between different options is reflected by relative probabilities (Agrawal &‬
‭Doyal 2012, Daw et al. 2006, Danwitz et al. 2022), where the sensitivity to learned‬
‭associations (again, the label can differ) modifies the relative difference in learned‬
‭rewards to generate the probabilities to choose each option (a value of zero‬
‭means individuals do not pay attention to their learned associations but choose‬
‭randomly whereas increasingly larger values mean that individuals show strong‬
‭biases in choice as soon as there are small differences in their learned‬
‭associations, see equation below).”‬

‭COMMENT 2.4‬‭: L80, perhaps the authors could also refer‬‭to Dunlap and Stephens, in‬
‭their 2009 paper “Components of change in the evolution of learning and unlearned‬
‭preference”, who studied how the predictability of the environment can select learning.‬
‭In this respect, the wording ‘more stable’ is vague: does it mean that the environment is‬
‭predictable in the long run? If so, there may be two ‘types of instability’ to differentiate‬
‭between: a succession of periods of short-term predictability, each involving different‬
‭knowledge rules, or no predictability at all. Perhaps the authors could discuss how this‬
‭would (or would not) count in their reasoning. In particular, I myself would expect λ to‬
‭matter (and thus be subject to selection) only in totally unpredictable environments, so‬
‭not if there is only a succession of predictable phases (as was done in the experiment‬
‭presented, and thus consistent with the results found).‬

‭Reply 2.4: Thank you for this reference. This article, and some of your other‬
‭comments, helped us to rethink the frame of the article. We now differentiate two‬
‭components of change that individuals might be paying attention to in reversal‬
‭learning experiments, whether associations between a reward and a cue are‬
‭probabilistic (e.g. correct option provides reward 80% of time) or fixed, and how‬
‭frequently the reward changes to be associated with the alternative cue (see reply‬
‭2.3).‬
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‭COMMENT 2.5‬‭: When the authors refer to “serial inversions” (L96), they may specify‬
‭how many inversions were performed.‬

‭Reply 2.5 We added more information about the serial reversal learning experiment in the‬
‭grackles:‬

‭“The serial reversal manipulation consisted of switching the rewarded color‬
‭whenever individuals chose the rewarded option more than expected by chance‬
‭(criterion of choosing correctly 17 out of the last 20 trials), until their reversal‬
‭speeds were consistently fast (reaching the criterion at or in less than 50 trials in‬
‭two consecutive reversals; grackles required between 6-8 reversals).”‬

‭COMMENT 2.6‬‭: As far as the abstract is concerned,‬‭many terms are introduced but not‬
‭defined at this stage (yet later in the article), which prevents a correct understanding at‬
‭the beginning. The authors may therefore consider defining terms like “locus” (L100)‬
‭beforehand.‬

‭Reply 2.6: We have reformulated the abstract (see reply 2.2).‬

‭COMMENT 2.7‬‭: The authors might consider rewording‬‭L94 “serial reversal learning -‬
‭reversing indi- viduals”, as it is difficult for me to understand. Do the authors mean that‬
‭they have performed further reversals on individuals who have shown reversal ability?‬

‭Reply 2.7: We have changed this explanation of the serial reversal experiment‬
‭(see reply 2.5).‬

‭I.4‬‭Research questions‬

‭COMMENT 2.8‬‭: Although the model test itself is necessary,‬‭I would not consider it in the‬
‭main text, but rather place it in the supplementary material, as a proof of concept. This‬
‭would reduce the already dense article. And as such, the authors might consider‬
‭deleting prediction 1, as it seems very strange to ‘predict’ that the statistical approach‬
‭adopted is reliable, as otherwise this approach would not have been considered for‬
‭conducting the analysis.‬

‭Reply 2.8: As we explain in the revised research questions, one main aim with‬
‭this research was to determine whether the statistical approach could be adapted‬
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‭to reveal dynamic changes, rather than just static descriptions of states. We‬
‭therefore feel that the simulations are necessary to reveal both the feasibility and‬
‭limitations of expanding what has previously been done. We now explain this‬
‭more clearly in the research questions (see reply 1.2A).‬

‭COMMENT 2.9‬‭: In prediction 4, the flexible individuals‬‭are those with high φ, but‬
‭perhaps also those with low λ, aren’t they?‬

‭Reply 2.9: Yes, with the reframing around the different types of environmental‬
‭change and how individuals experience these in a single reversal and the serial‬
‭reversal learning experiment, we have changed the prediction to clarify that both‬
‭φ and λ can influence the behavioral flexibility of individuals.‬

‭“2)  Is a strategy of high association-updating ($\phi$) and low sensitivity to‬
‭learned associations ($\lambda$) best to reduce errors in the serial learning‬
‭experiment?‬

‭Previous modeling work predicts that in situations in which changes are abrupt,‬
‭but information is reliable, individuals learning in accordance with a Bayesian‬
‭reinforcement model should show a high association-updating rate and a low‬
‭sensitivity to learned associations (Dunlap & Stevens 2009, Breen & Deffner‬
‭2023). The modeled situations were however abstract and the inferred optimal‬
‭association updating rates and sensitivities higher than what is usually observed‬
‭in reversal learning experiments. We therefore perform simulations of the specific‬
‭behavior exhibited in serial reversal learning experiments to assess how changes‬
‭in the choices individuals make link to their $\phi$ and $\lambda$ values. In‬
‭addition, previous studies were only focused on the optimal values for the two‬
‭parameters in different situations rather than looking at how $\phi$ and $\lambda$‬
‭interact to explain variation among individuals. We therefore also use the‬
‭simulations to determine whether one of the two parameters $\phi$ and‬
‭$\lambda$ might explain more of the variation in the number of trials individuals‬
‭need to reach the criterion of choosing the correct option 17 out of 20 times‬
‭during a reversal..‬

‭Prediction 2: We predicted that both $\phi$ and $\lambda$ influence the‬
‭performance of individuals in a reversal learning task, with higher $\phi$ values‬
‭(faster learning with a higher association-updating rate) and lower $\lambda$‬
‭values (more exploration with less sensitivity to learned associations) leading to‬
‭individuals more quickly reaching the passing criterion after a reversal in the‬
‭color of the rewarded option.‬
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‭3) Which of the two parameters $\phi$ or $\lambda$ explains more of the variation‬
‭in the reversal learning experiment performance of the tested grackles?Across‬
‭both the manipulated and control grackles, we assessed whether variation in the‬
‭number of trials an individual needs to reach the criterion in a given reversal is‬
‭better explained by their inferred association updating rate or by their sensitivity‬
‭to learned associations.‬

‭Prediction 3: We predicted that both $\phi$ and $\lambda$ explain variation in the‬
‭reversal performance of the grackles.‬

‭4) Which of the two parameters $\phi$ or $\lambda$ changes more for the‬
‭grackles that improved their performance through the serial reversal experiment?‬

‭If individuals learn the contingencies of the serial reversal experiment, they‬
‭should be reducing their sensitivity to learned associations $\lambda$ to explore‬
‭the alternative option when rewards change, and increase their‬
‭association-updating rate  $\phi$ to quickly exploit the new reliably rewarded‬
‭option.‬

‭Prediction 4: We predicted that individuals have higher $\phi$ and lower‬
‭$\lambda$ values during their last reversal of the serial reversal experiment than‬
‭during their first reversal.”‬

‭I.5‬‭Methods‬

‭COMMENT 2.10‬‭: Overall, in the method, I am not sure‬‭that the sample sizes have been‬
‭clearly stated. So the authors might consider clearly stating them here, as well as in the‬
‭results, when the sample sizes change.‬

‭Reply 2.10: We now state the sample size in the methods, as well as for each‬
‭statistical analysis we report in the results:‬

‭“After their single reversal, the 11 control grackles participated in a number of‬
‭trials with two identically coloured tubes (yellow) which both had a reward to‬
‭match their general experiment participation to that of the manipulated group.‬
‭The other subset of 8 individuals in the manipulated group went through a series‬
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‭of reversals until they reached the criterion of having formed an association (17‬
‭out of 20 choices correct) in less than 50 trials in two consecutive reversals.”‬

‭COMMENT 2.11‬‭: L148, is there a practical reason for‬‭not setting initial attractions to 0?‬

‭Reply 2.11: There are both theoretical as well as practical reasons not to set the‬
‭initial attractions to 0. The theoretical reason is that individuals first underwent‬
‭habituation to and training on a yellow colored tube (to get them to understand‬
‭that they have to look for hidden food inside the tube), so we would expect them‬
‭to generally be interested in tubes even if they are then differently coloured for‬
‭the test. The practical reason is that with the setup here, where there are only‬
‭rewards, the associations cannot drop to zero because changes in associations‬
‭are proportional to the previous state. We now explain the rationale for setting the‬
‭initial attractions in the methods:‬

‭“We set the initial associations with both options for all individuals at the‬
‭beginning of the experiment to 0.1 to indicate that they do not have an initial‬
‭preference for either option but are likely to be somewhat curious about exploring‬
‭the tubes because they underwent initial habituation with a differently colored‬
‭tube (see below), and for estimations at the end of the serial reversal learning‬
‭experiment set the association with the option that was rewarded before the‬
‭switch to 0.7 and to the option that was not rewarded to 0.1. Note that when‬
‭applying equation 1 in the context of the reversal learning experiment as most‬
‭commonly used, where there are only rewards (positive association) or no‬
‭rewards (zero association) but no punishment (negative association),‬
‭associations can never reach zero because they change proportionally.”‬

‭COMMENT 2.12‬‭: I am puzzled by the choice of “89%”‬‭for the compatibility intervals. I‬
‭agree that the use of these thresholds is arbitrary, but may I ask why not use a rounded‬
‭value? In other words, it gives the impression that the authors have “tricked” the‬
‭analysis to fit their expectations, which is certainly not the case. Thus, the authors can‬
‭further elaborate their reasoning for this choice. Given the low sample sizes, 80% could‬
‭even be used.‬

‭Reply 2.12: By using the 89% confidence intervals we follow the social‬
‭convention set by Richard McElreath in his book “Statistical Rethinking”. The‬
‭rationale there is that this value as a prime number indicates the arbitrary nature‬
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‭of any threshold. We had set this value before any of the analyses, so this does‬
‭not reflect a post-hoc choice. We now refer to this in the methods:‬

‭“Following the social convention set in (McElreath 2020), we report the mean‬
‭estimate and the 89% confidence interval from the posterior estimate from these‬
‭models.”‬

‭COMMENT 2.13‬‭: Unless I am mistaken, the ‘batch’, L227,‬‭has not yet been defined.‬

‭Reply 2.13: The grouping of individuals into batches in the analyses was a‬
‭remnant from the preregistration. During the experiment, individuals were‬
‭actually assigned to the experiments in such a way that we did not need to‬
‭control for which batch which grackle was in. We have removed this from the‬
‭analyses.‬

‭COMMENT 2.14‬‭: Also, L171, what does the term “criterion”‬‭really refer to? Is it the‬
‭criterion defined later in 2) L194?‬

‭Reply 2.14: We now define what we refer to as criterion at its first occurrence in‬
‭the introduction:‬

‭“The serial reversal manipulation consisted of switching the rewarded color‬
‭whenever individuals chose the rewarded option more than expected by chance‬
‭(criterion of choosing correctly 17 out of the last 20 trials).”‬

‭COMMENT 2.15‬‭: I am puzzled by the choice of criterion‬‭(17 out of 20 seems to me an‬
‭arbitrary but unjustified choice), as it seems to be at odds with the existence of highly‬
‭exploratory individuals relying little on prior knowledge (low λ, high φ), for whom such a‬
‭criterion can only be met by chance (and thus, it is unclear to me how a bird with low λ‬
‭could reverse at all and that this is “cognitively” meaningful). Could the authors expand‬
‭on this criterion, and the possible consequences on their analysis that it triggers?‬

‭Reply 2.15: The criterion was chosen in the original preregistration. It was based‬
‭on finding a performance that is different from chance, with 17 out of 20‬
‭representing a significant deviation from chance with the chi-square test. We now‬
‭explain this in the methods (see Reply 2.16). We have since used the‬
‭reinforcement learning model to derive a passing criterion that is based on these‬
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‭underlying processes (10 out of 12), see figures 7 and 8 here:‬
‭http://corinalogan.com/ManyIndividuals/mi1.html‬‭. We‬‭mention this in the‬
‭discussion.‬

‭COMMENT 2.16:‬‭The authors might consider writing a‬‭short paragraph in which they‬
‭detail more carefully the experimental setting, and the different criteria for individuals to‬
‭be retained or not, to be considered successful or not (both in the task itself, or to be‬
‭considered “reversed”, etc.).‬

‭Reply 2.16: With the revised framing, where we no longer treat this article simply‬
‭as an add-on to the main article describing the experiments, we now added the‬
‭explanation from the original article describing the experiments:‬

‭“Great-tailed grackles were caught in the wild in Tempe, Arizona, USA for‬
‭individual identification (colored leg bands in unique combinations), and brought‬
‭temporarily into aviaries for testing, before being released back to the wild. After‬
‭habituation to gain food from a yellow-colored tube, individuals first participated‬
‭in the reversal learning tasks. A subset of individuals was part of the control‬
‭group, where they learned the association of the reward with one color before‬
‭experiencing one reversal to learn that the other color is rewarded (initial reward‬
‭option was randomly assigned to either the dark-gray or the light-gray tube).‬
‭Individuals were switched when they had reached the criterion of choosing the‬
‭rewarded option during 17 of the most recent 20 trials. This criterion was set‬
‭based on earlier serial reversal learning studies, and is based on the chi-square‬
‭test which indicates that 17 out of 20 represents a significant association. With‬
‭this criterion, individuals can be assumed to have learned the association‬
‭between the cue and the reward [@logan2022manyindividuals]. After their single‬
‭reversal, the 11 control grackles participated in a number of trials with two‬
‭identically coloured tubes (yellow) which both had a reward to match their‬
‭general experiment participation to that of the manipulated group. The other‬
‭subset of 8 individuals in the manipulated group went through a series of‬
‭reversals until they reached the criterion of having formed an association (17 out‬
‭of 20 choices correct) in less than 50 trials in two consecutive reversals. The‬
‭individuals in the manipulated group needed between 6-8 reversals to‬
‭consistently reach this threshold, with the number of reversals not being linked‬
‭to their performance at the beginning or at the end of the experiment.”‬
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‭COMMENT 2.17‬‭: L215, could the authors explain why they used two different settings‬
‭(wooden box and plastic box)? Personally, I don’t understand at the moment.‬

‭Reply 2.17: With the revised framing, where we no longer treat this article simply‬
‭as an add-on to the main article describing the experiments, we now added the‬
‭explanation from the original article describing the experiments:‬

‭“After the individuals had completed the reversal learning tasks, they were‬
‭provided access to two multi-access boxes, one made of wood and one made of‬
‭plastic. The two boxes were designed with slight differences to explore how‬
‭general the performance of the grackles was. The wooden box was made from a‬
‭natural log, so was more representative of something the grackles might also‬
‭encounter in the wild. In addition, while both boxes had 4 possible ways (loci) to‬
‭access food, the four compartments on the wooden box were all separately filled‬
‭while the four access ways on the plastic box all led to the same reward. In terms‬
‭of testing, on both boxes individuals could initially explore all loci. After a‬
‭preference for a locus was formed (gaining food from this locus three times in a‬
‭row), this preferred choice became non-functional by closing access to the locus,‬
‭and then the latency of the grackle to switch to a new locus was measured. If they‬
‭again formed a preference, the second locus was also made non-functional, and‬
‭so on. The outcome measures for each individual with each box were the average‬
‭latency it took to switch to a new locus and the total number of loci they‬
‭accessed. For details see Logan et al. 2023.”‬

‭COMMENT 2.18‬‭: L246-248, the authors indicate that‬‭they take the distance to the‬
‭median to characterize a U-shaped pattern. I have many questions about this: is it‬
‭missing in the text that they actually take the absolute difference from the median (thus‬
‭they use distance in its true mathematical definition)? The tables suggest that the‬
‭authors did as well as the script. However, assuming they did, this does not evaluate a‬
‭U-shaped pattern, but only a “triangle-shaped pattern”. Secondly, why does it have to be‬
‭centred on the median of the group. Can the authors justify this? I would expect‬
‭centering on the mean (as would do the polynomial regression). From the script, the‬
‭authors used the function‬‭standardize‬‭, but I could‬‭not find from which package it is (is it‬
‭the‬‭standardize‬‭package?), there what it did and whether‬‭the “median” was a typo or‬
‭not. As a second exploration, they used the square of φ or λ. This approach assumes‬
‭that the U-shaped model is 0-centred, unless a linear term is added (in which case the‬
‭fitted estimates may imply that the polynomial is not 0-centred; from the script I don’t‬
‭see any linear terms). If this is the case, then I don’t understand why model first a linear‬
‭relationship and then a polynomial relationship, and discuss both in the results. Can the‬
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‭authors explain why they did this? From my point of view, I would encourage the‬
‭authors to adopt a stepwise approach (which is generally not to be done in linear‬
‭modelling when considering different variables, as specified by Mundry and Dunbar,‬
‭2009 “Stepwise model fitting and statistical inference: turning noise into signal pollution”,‬
‭but not the case here). First, I would consider the polynomial term (with the linear term),‬
‭and if it is not significant, I would simply transform the model into a linear model (since‬
‭the second order term is, in fact, unnecessary).‬

‭Reply 2.18: In response to this comment, which was also made by the other‬
‭reviewer, we changed these models to include the quadratic terms for phi and‬
‭lambda to explore the potential non-linear relationships. See reply 1.5.‬

‭COMMENT 2.19‬‭: Finally, why were the two “box contexts”‬‭treated differently, instead of‬
‭in a unique model, adding the box as a control variable?‬

‭Reply 2.19: The assumption prior to the experiment was that the grackles might‬
‭interact differently with the two boxes because the wooden box might represent a‬
‭more “natural” object, which might for example change their latency to approach‬
‭the box. With this expectation, the decision was made beforehand to treat and‬
‭analyze the two boxes separately. See reply 2.17.‬

‭5‬

‭I.6‬‭Results‬

‭COMMENT 2.20‬‭: L253, the authors might consider a quick‬‭reminder of what φ and λ‬
‭refer to.‬

‭Reply 2.20: We now restate what the two parameters are in the first sub-header of‬
‭the results:‬

‭“Power of Bayesian reinforcement learning model to detect short-term changes in‬
‭the association-updating rate $\phi$ and the sensitivity to learned associations‬
‭$\lambda$”‬

‭COMMENT 2.21‬‭: As the authors point out, the values‬‭estimated from the reversal‬
‭phase alone are not those simulated. However, we do see a linear relationship. So why‬
‭can’t these values be used in a practical way for further research? Also, do the authors‬
‭have an explanation as to why the combination of initial and reversal (and not just the‬
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‭initial, which was not tested), is more conducive to deducing the parameters? I am sorry‬
‭that this is not clear to me from the current explanations.‬

‭Reply 2.21: We have expanded the results section to provide further explanations‬
‭for why the values were calculated from the choices of just a single phase (we‬
‭checked both lambda and phi for just the choices in the initial association phase‬
‭and just the choices in the first reversal). The issue is that the underestimation of‬
‭one parameter leads to a contingent shift in the estimation of the other parameter‬
‭(e.g. if the model underestimates the phi of an individual, it will automatically‬
‭assign it a larger lambda value and vice versa). In addition, while a given series of‬
‭choices occurs during a single phase, they could potentially be explained by‬
‭different combinations of phi and lambda, these different combinations make‬
‭divergent predictions about how an individual should behave right after a‬
‭reversal. Including two phases (initial association plus first reversal, two‬
‭subsequent reversals across one switch) appears to be sufficient to recover the‬
‭correct phi and lambda values.‬

‭“Applying the Bayesian reinforcement learning model to simulated data from only‬
‭a single phase (initial association, first reversal) revealed that, while the model‬
‭recovered the differences among individuals, the estimated $\phi$ and $\lambda$‬
‭values did not match those the individuals had been assigned (Figure 1). We‬
‭realized that $\phi$ and $\lambda$ values were consistently shifted,with the‬
‭Bayesian estimation adjusting both parameters towards the mean away from‬
‭extreme values. Simulated individuals who were assigned large $\lambda$ values‬
‭were estimated to have a smaller $\lambda$ values but in turn estimated to have‬
‭$\phi$ values such that they would reach criterion in a similar number of trials‬
‭because while the model assumed that they were more exploratory the model‬
‭also assumed that they updated their associations more quickly. Similarly,‬
‭individuals with large $\phi$ values were estimated to have smaller values but in‬
‭turn were estimated to have larger $\lambda$ values than those they were‬
‭assigned. Because the estimation from a single reversal did not accurately‬
‭recover large values for either parameter, both the estimated $\phi$ values (slope‬
‭of the correlation between the estimated and the assigned $\phis$ +0.15,‬
‭confidence interval +0.06 to +0.23, n=626) and the estimated $\lambda$ values‬
‭(slope of the correlation between the estimated and the assigned $\lambdas$‬
‭+0.58, confidence interval +0.48 to +0.68, n=626) were underestimates of the‬
‭assigned values. In addition, this shift means that, even though simulated‬
‭individuals were assigned $\phi$ and $\lambda$ values randomly from across all‬
‭possible combinations, the estimated values showed a strong positive correlation‬
‭as the model had to make up the shifts in estimates of one parameter through‬
‭shifting the estimate of the other parameter (slope of the correlation between the‬
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‭estimated $\lambda$ and estimated $\phi$ values +505, confidence interval +435‬
‭to +570, n=626).”‬

‭COMMENT 2.22:‬‭The claimed linear relationship (Figure‬‭2) does not seem linear to me‬
‭(although the median, and not the mean on which statistics are conducted, is plotted).‬
‭Yet, linear modelling could lead to significance as it seems that the relationship is‬
‭always monotonically decreasing. Is this “non-linearity” due to the fact that the data‬
‭have been grouped into categories (‬‭x‬‭axis)? If not,‬‭the authors may consider non-linear‬
‭regression (i.e. generalized linear models).‬

‭Reply 2.22: The data were only grouped for the figure for illustration purposes -‬
‭all analyses were based on the actual values. For the analyses, we did though‬
‭now change the statistical model to include a non-linear link (see reply 1.2B). We‬
‭also changed Figure 2 to present the raw values and we mention in the figure‬
‭legend that the grouping was only added for illustration purposes.‬

‭COMMENT 2.23‬‭: In L287, the authors refer to the “last‬‭two reversals”: it is not clear‬
‭whether the initial and the last two are used, or only the last two. In this case, I do not‬
‭understand because the authors have shown that using only one reversal can lead to‬
‭biased estimates. Although the “penultimate” reversal serves as a “new initial”, is it not‬
‭already biased as well? Would it change the results if we also considered the true initial,‬
‭and the last two reversals for the other manipulated individuals?‬

‭Reply 2.23: The issue with the estimation of phi and lambda from a single reversal‬
‭does not appear to be because a given reversal is somehow “biased”, but‬
‭because a single phase (either just the initial association learning phase or a‬
‭single reversal phase) does not provide sufficient information for the model to‬
‭resolve the two parameters. Estimating across one switch (which means two‬
‭series of choices) appears to provide sufficient information because the different‬
‭combinations of phi and lambda that could potentially explain the observed‬
‭choices during a single series of choices make different predictions for how an‬
‭individual would perform right after the reward has switched to the alternative‬
‭option. We have added this further explanation in the results:‬

‭“While different combinations of $\phi$ and $\lambda$ could potentially explain‬
‭the series of choices during a single phase (initial discrimination, single reversal),‬
‭these different combinations lead to different assumptions about how an‬
‭individual would behave right after a reversal when the reward is switched to the‬
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‭alternative option, making it possible to infer the assigned value when combining‬
‭behavioral choices from two phases (initial learning plus first reversal, or two‬
‭subsequent reversals).”‬

‭COMMENT 2.24‬‭: In L290, the authors say that the changes‬‭in λ are small compared to‬
‭the changes in φ. As these two items are on different scales (one is linear, the other is‬
‭embedded in an exponential), I’m not sure this is as straightforward as expected.‬

‭Reply 2.24: We now added descriptions of relative changes, and what they mean‬
‭for the behavior, for both φ and λ (see reply 2.27).‬

‭COMMENT 2.24‬‭: The authors may consider removing from‬‭the results (and inserting‬
‭into the discussion) the paragraphs between : L296-298, L303-305, L361-367,‬
‭L373-378. In particular, I would add in the discussion (or in the introduction) the parallel‬
‭with previous work, but keep it separate from the description of the results.‬

‭Reply 2.25: With the reframing of the article we have also completely rewritten the‬
‭discussion. We now discuss the relevance of our results in relation to the six‬
‭research questions we set out in the introduction. We have also removed several‬
‭of the interpretations from the results section, though we decided to leave some‬
‭of these in if they are about comparisons with other results.‬

‭COMMENT 2.26‬‭: L303-305, although I tend to agree with‬‭the authors’ statement‬
‭(summarised in a way by the idea that φ is a driver of response, and λ a constraint), I‬
‭feel that, presented as it is, the analysis is biased by the lack of interaction between φ‬
‭and λ in the models. Yet, looking at the tables and scripts, these interactions have been‬
‭tested, haven’t they? Many models, not mentioned in the main text (or by mistake) are‬
‭available in the various summary tables. Is this a mistake?‬

‭Reply 2.26: The reinforcement learning model, as a mechanistic model based on‬
‭equations 1 and 2, does not assume an interaction between φ and λ. We therefore‬
‭decided not to model such an interaction or test for it. The previous set of models‬
‭in the tables were exploratory, and, as mentioned above, we now removed these‬
‭because it was unclear how to interpret them. We do assume that the two‬
‭parameters can have a joint, balancing influence on observed behavior, which we‬
‭modeled by having both parameters as predictors in the same models such that‬
‭their relative influences in the presence of the other would be estimated.‬
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‭COMMENT 2.27‬‭: L306-308, this statement seems strong to me, as the two variables‬
‭are not scaled. Could the authors consider further quantifying the changes (e.g., relative‬
‭changes) to support their assessment?‬

‭Reply 2.27: We now split these different inferences (influence of phi and lambda‬
‭on performance of grackles and change in phi and lambda through the serial‬
‭reversal learning experiment) into different research questions and sections in‬
‭the results. For the change, we now express this on a relative scale as well:‬

‭“For the manipulated grackles, the estimated $\phi$ values more than doubled‬
‭from 0.03 in their initial discrimination and first reversal (which is identical to the‬
‭average observed among the control grackles who did not experience the‬
‭manipulation) to 0.07 in their last two reversals (estimate of expected average‬
‭change: +0.03, confidence interval +0.02 to +0.05, n=8). The $\lambda$ values of‬
‭the manipulated grackles went slightly down from 4.2 (again, identical to control‬
‭grackles) to 3.2 ( estimate of average change: -1.07, confidence interval -1.63 to‬
‭-0.56, n=8) (Figure 3).”‬

‭We also translate the changes in the values on what they mean for the behavior:‬

‭“A grackle with a 0.01 higher $\phi$ than another needed about 10 less trials to‬
‭reach the criterion.”‬

‭“This decrease in $\lambda$ meant that grackles quickly found the rewarded‬
‭option after a switch in which option was rewarded: while in their first reversal‬
‭grackles chose the newly rewarded option in 25% of the first 20 trials, in their‬
‭final reversal the manipulated grackles chose correctly in 35% of the first 20‬
‭trials.”‬

‭COMMENT 2.28‬‭: L314-316, the lack of correlation is‬‭consistent for φ, I think, because‬
‭the changes in φ depended on the value of φ at the start. However, this explanation is‬
‭not valid for λ. Unless I have forgotten, this is not explained further in the discussion. Do‬
‭the authors have a possible explanation?‬

‭Reply 2.28: With the reformulation of the models, the results now indicate that‬
‭also for λ, individuals who already had lower values changed less than‬
‭individuals who had higher values at the beginning. We have added a new section‬
‭about the individual-level differences in the changes. We find that with our data‬
‭we cannot predict how much individuals change their φ or their λ, but that there‬
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‭seem to be two different strategies at the end. We also added a new figure to‬
‭illustrate this point: here is the legend for Figure 6:‬

‭“We observed that, among the grackles who completed the serial reversal‬
‭learning experiment, there was a negative correlation between their $\phi$ and‬
‭$\lambda$, indicating that individuals used slightly different strategies to reach‬
‭the criterion (choosing the rewarded option in 85% or more of trials) quickly after‬
‭the reward switched (when they had chosen the now rewarded option in 15% or‬
‭less of trials). Individuals with a higher $\phi$ and lower $\lambda$ (light blue‬
‭line) quickly learn the new associations but continue to explore the unrewarded‬
‭option even after they have learned the association, leading to a curve with a‬
‭more gradual increase throughout the trials. Individuals with a lower $\phi$ and‬
‭higher $\lambda$ (dark blue line) take longer to switch their associations but‬
‭once they do only rarely choose the non-rewarded option, leading to a more‬
‭S-shaped curve where the initial increase in probability is lower and a more rapid‬
‭rise later.”‬

‭COMMENT 2.29‬‭: L329-331, is it based on a visual assessment‬‭or on additional‬
‭statistics not shown here? If the former, the authors might consider softening things by‬
‭adding “tends to” to the various assessments. For example, I can only see that for both‬
‭parameters, one individual is not following the group trend.‬

‭Reply 2.29: We added a new section about the changes through the serial‬
‭reversal learning experiment, including statistical comparisons for how‬
‭individuals change and whether they are different from the beginning:‬

‭“Great-tailed grackles who experienced the serial reversal learning manipulation‬
‭reduced the number of trials they needed to reach the criterion from an average‬
‭of 75 to an average of 40 (estimate of change in number of trials -30.02,‬
‭confidence interval -36.05 to -24.16, n=8). For the manipulated grackles, the‬
‭estimated $\phi$ values more than doubled from 0.03 in their initial discrimination‬
‭and first reversal (which is identical to the average observed among the control‬
‭grackles who did not experience the manipulation) to 0.07 in their last two‬
‭reversals (estimate of expected average change: +0.03, confidence interval +0.02‬
‭to +0.05, n=8). The $\lambda$ values of the manipulated grackles went slightly‬
‭down from 4.2 (again, identical to control grackles) to 3.2 ( estimate of average‬
‭change: -1.07, confidence interval -1.63 to -0.56, n=8) (Figure 3). The values we‬
‭observed after the manipulation in the last reversal for the number of trials to‬
‭reverse, as well as the $\phi$ and $\lambda$ values estimated from the last‬
‭reversal, all fall within the range of variation we observed among the control‬
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‭grackles in their first and only reversal (Figure 3). This means that the‬
‭manipulation did not push grackles to new levels, but changed them within the‬
‭boundaries of their natural abilities.‬

‭As predicted, for $\phi$, the increase during the manipulation fits with the‬
‭observations in the simulations: larger $\phi$ values were associated with fewer‬
‭trials to reverse. The improvement the grackles showed in the number of trials‬
‭they needed to reach the criterion from the first to the last reversal matched the‬
‭changes of their $\phi$ values (confidence interval +1.54 to +14.22, n=8). The‬
‭improvement did not match the change in their $\lambda$ values (confidence‬
‭interval -4.66 to 9.46, n=8).”‬

‭COMMENT 2.30‬‭: L334, the author might consider replacing‬‭“With the Bayesian‬
‭approach, we used one model to estimate. . . ” with “We used a Bayesian structural‬
‭equation modelling approach...”, as I think what the authors have done fits the structural‬
‭equation modelling framework.‬

‭Reply 2.30: We removed these analyses because they were exploratory and we‬
‭were therefore limited in our interpretation (see reply 1.7).‬

‭COMMENT 2.31‬‭: I am puzzled by the results of this‬‭modelling. Indeed, from what I‬
‭understood, it seems that the initial value of φ conditions the whole response of the bird‬
‭during the whole experiment. However, as I understand it, the changes in φ (if I am‬
‭right, these changes are evaluated by comparing the initial/first reversal and the last two‬
‭reversals in the birds going through multiple reversals, which is not clearly indicated)‬
‭also depend on this value, which finally implies that there is no correlation between the‬
‭first and the last value of φ. Why then is the first value the trigger for the whole‬
‭response, including subsequent performance which should, likely, be related to the φ at‬
‭the time action is performed?‬

‭Reply 2.31: As mentioned, we replaced these analyses because it was difficult to‬
‭interpret the relationships. We have now focused on a clearer set of research‬
‭questions and their predictions.‬
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‭COMMENT 2.32‬‭: Maybe I missed it, but for point 3), is there, at least visually, a‬
‭difference between the birds tested for one or more inversions? The authors could add‬
‭this information in Figure 5 (e.g. by differentiating the types of points).‬

‭Reply 2.32: For the analyses of how phi and lambda link to the performance on‬
‭the multi-access box, we decided not to split the manipulated from the control‬
‭birds because of the small sample size. Our approach here also follows what we‬
‭did in the previous paper where we compared the performance on the‬
‭multi-access boxes with the number of trials birds needed to reach criterion in‬
‭the first reversal. The decision to combine all birds was made in the‬
‭preregistration, before the data collection started. The reasoning is that birds in‬
‭the control group received as much experience with experiments than‬
‭manipulated birds, because they were given a large number of trials with two‬
‭yellow tubes that were both rewarded after they completed their reversal learning‬
‭experiment. We have now added this information about the experimental‬
‭procedure in the method section (see replies 2.10 and 2.16).‬

‭I.7‬‭Discussion‬

‭COMMENT 2.33‬‭: In my opinion, the discussion does not‬‭comment sufficiently on the‬
‭results. Although the first paragraph does a good job of summarising the main results,‬
‭they are still insufficiently commented on and compared to the literature (without giving‬
‭a picture of the literature without explicit comparison to the study, as I felt in L430-450 or‬
‭simply repeating the results, as I felt in L453-463 which could be elegantly linked to the‬
‭idea of behavioural types). In addition, I find that there is a too strong emphasis on the‬
‭importance of mechanistic modelling, which, while useful and interesting, remains a‬
‭widespread approach (e.g. in the field of movement ecology). To help solve this issue, it‬
‭would be beneficial to remove some paragraphs from the results (as indicated above)‬
‭and add them to the discussion. In addition, the authors may comment on several of‬
‭these points (and others that I might have forgotten):‬

‭Reply 2.34: As mentioned in Reply 2.25: With the reframing of the article we have‬
‭also completely rewritten the discussion. We now discuss the relevance of our‬
‭results in relation to the six research questions we set out in the introduction. We‬
‭have also removed several of the interpretations from the results section, though‬
‭decided to leave some of these in if they are about comparisons with other‬
‭results.‬
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‭COMMENT 2.34‬‭: Why is there a difference in performance (and how is this affected by‬
‭the two parameters of interest) between the boxes? Does this have any relevance?‬
‭Furthermore, I still wonder why two boxes and why they were treated separately.‬

‭Reply 2.35: With the reformulated models that include both the linear and‬
‭non-linear relationships through the quadratic function, we now find that the‬
‭results of the relationship between phi, lambda, and the performance on the two‬
‭boxes are relatively similar. We added the explanation for why the two boxes were‬
‭treated separately to the methods (see Reply 2.17). We also made the statements‬
‭more cautious, given the small sample sizes, which might also explain why for‬
‭the latency to attempt a new locus we did not find exactly the same associations‬
‭for the two boxes:‬

‭“ We are limited though in our interpretation by the small sample sizes, and more‬
‭detailed studies would be needed in order to fully understand how the‬
‭association-updating rate and the sensitivity to learned associations might shape‬
‭the performance on the multi-access boxes.”‬

‭COMMENT 2.36‬‭: How does the environment of the grackles‬‭differ from the experiments‬
‭(which might explain why the changes in φ and λ differ between individuals in the‬
‭experiments, both in their absolute values and in the magnitude of their change).‬

‭Reply 2.36: In separate analyses performed since we submitted the previous‬
‭version of this article (Logan et al. 2019‬
‭http://corinalogan.com/Preregistrations/g_flexforaging.html‬‭,‬‭but we are still‬
‭working on the post-study write up), we now found that birds who experienced‬
‭the serial reversal learning experiment continued to show different behavioral‬
‭flexibility in their foraging behavior in the wild for at least several months after‬
‭being released back into their natural environment compared to birds in the‬
‭control group. We now mentioned this in the discussion:‬

‭“How frequently and how quickly individuals change their behavioral flexibility in‬
‭their natural environments is unclear. Individual differences might persist if their‬
‭different behavioral flexibility might lead them to continue to experience their‬
‭environment differently. For the great-tailed grackles, we have some indication‬
‭that after releasing them into their original environments, differences in‬
‭behavioral flexibility between the manipulated and control individuals persisted‬
‭for several months, with individuals who had changed their $\phi$ and $\lambda$‬
‭appearing to switch more frequently between food types and foraging‬
‭techniques”‬
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‭COMMENT 2.37‬‭: Why don’t the simulations and observations match perfectly, as far as‬
‭λ is concerned? For my part, I suspect that (1) there is a joint effect of φ and λ. Although‬
‭the authors mention the idea of a trade-off (which might echo the idea of a behavioural‬
‭syndrome that might be worth discussing), the analysis, description of results and‬
‭discussion suffer in my opinion from the fact that these two parameters are constantly‬
‭separated.‬

‭Reply 2.37: With the revised framework, we now make a distinction between a‬
‭single reversal, where individuals do not experience a regularly changing‬
‭environment but where cues appear reliable, and the serial reversal, where birds‬
‭do experience that associations between cues and rewards frequently change.‬
‭The simulations only had a single reversal, and phi was more important. Also‬
‭thanks to the article by Dunlap & Stevens you pointed us to, we now make and‬
‭test the prediction that lambda is of more importance for the serial reversal‬
‭aspect, facilitating individuals to react quickly after a reversal in which only one‬
‭of the options is being rewarded. This hopefully makes it clearer why it is helpful‬
‭to separate the two parameters.‬

‭COMMENT 2.38‬‭: (2) A second interesting point of discussion‬‭might be to see how the‬
‭magnitude of the changes in the simulation corresponds to the magnitude of the‬
‭changes in the observations. Perhaps the decrease in λ observed for the observations‬
‭is largely offset by an increase in φ which is larger than in the simulations.‬

‭Reply 2.38: Thanks for this suggestion. We indeed find that that individuals who‬
‭show larger changes in lambda can offset this with a concurrent change in phi‬
‭such that they reach the criterion in a similar number of trials, albeit with different‬
‭strategies:‬

‭“This decrease in $\lambda$ meant that grackles quickly found the rewarded‬
‭option after a switch in which option was rewarded: while in their first reversal‬
‭grackles chose the newly rewarded option in 25% of the first 20 trials, in their‬
‭final reversal the manipulated grackles chose correctly in 35% of the first 20‬
‭trials. Despite their low $\lambda$ values, manipulated grackles still chose the‬
‭rewarded option consistently because the increase in $\phi$ compensated for‬
‭this reduced sensitivity…Individuals appeared to use different adjustments to‬
‭their strategies to improve their performance through the manipulation.  There‬
‭was a negative correlation between the individuals’ $\phi$ and $\lambda$ after‬
‭their last reversal (-0.39, 89% confidence interval: -0.72 to -0.06, n=8), indicating‬
‭that they ended up with different strategies from along the range of potential‬
‭solutions. While some individuals quickly learn the new reward structure after a‬
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‭switch but continue to explore the alternative option even after they have learned‬
‭the new associations (high association-updating rate and low sensitivity to‬
‭learned associations), other individuals take longer to learn that the reward has‬
‭switched but once they have reversed their associations they rarely choose the‬
‭unrewarded option (Figure 6). Together, this suggests that all individuals‬
‭improved by the same extent through the manipulation such that the differences‬
‭in their performances persisted, but they ended up with different strategies of‬
‭how to quickly reach the criterion after a reversal by either having a high‬
‭association updating rate or a low sensitivity to their learned associations.”‬

‭COMMENT 2.39‬‭: The authors might consider discussing‬‭the multiple pairwise‬
‭comparisons further, as it seems to me that they are not entirely consistent (perhaps‬
‭due to the sample size). For example, the initial φ is correlated with many variables (of‬
‭performance or of the change in φ itself) but not with the last one (which is nevertheless‬
‭U-shaped related to some performance). On the contrary, λ has no such relationship,‬
‭although it is negatively correlated with φ. To me, this is confusing. As I suspect the‬
‭sample size (as well as the experimental setting, which seems to select for a very‬
‭specific type of long-term instability) to be one of the reasons for this, this could be‬
‭discussed and reported with caution. Parallels with results in other species could help‬
‭identify results that are likely to be erroneous (either missed or significant by chance).‬

‭Reply 2.39: As mentioned above, we have removed these multiple pairwise‬
‭correlations because they were difficult to interpret.‬

‭COMMENT 2.40‬‭: It is not entirely clear to me that‬‭φ should have a U-shaped‬
‭relationship with the latency to resolve a new locus. In particular, when φ is very large, if‬
‭λ is large enough, a bird should immediately move to another solution. Thus, this‬
‭U-shape may not be interpreted as claimed by L469-470, but may be the simple‬
‭consequence of the negative relationship between the two parameters (which may‬
‭prevent λ from being large enough). It seems to me therefore important to discuss this‬
‭negative relationship (i.e. the trade-off) further.‬

‭Reply 2.40: Yes, the negative relationship does indeed suggest a potential‬
‭trade-off. The observation that grackles ended up with different strategies at the‬
‭end of the serial reversal learning experiment to achieve the same performance‬
‭now offers a potential explanation for why there could be the U-shaped‬
‭relationship: individuals perform well either if they have a high association‬
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‭updating rate but a low sensitivity or if they have a high sensitivity but low‬
‭association updating rate.‬

‭COMMENT 2.41‬‭: Why is φ (and in particular the initial‬‭φ, as questioned in my point on‬
‭the results) the main driver of the response? Are there related results in the published‬
‭literature? Authors may wish to consider the theoretical literature on the‬
‭exploitation-exploration trade-off, which is somewhat similar to what is stated here,‬
‭where φ tends to correspond to the “memory” component, hence exploitation, and λ to‬
‭the “exploration” component (e.g. Berger-Tal et al., “The Exploration-Exploitation‬
‭Dilemma: A Multidisciplinary Framework”, as a starting point for reading).‬

‭Reply 2.41: Thank you for the pointer to this literature on the‬
‭exploration-exploitation tradeoff. We decided to keep a more psychological focus‬
‭for the new frame, and now added references to the (very few) papers we found‬
‭where the authors also applied the reinforcement learning model to reversal‬
‭learning experiments and found that‬‭φ‬‭in particular‬‭appears to be relevant to‬
‭explain variation among individuals. However, we added the link to the‬
‭exploration-exploitation literature in the discussion:‬

‭“First, it highlights the key pieces of information that individuals likely pay‬
‭attention to to adjust their behavior. This provides ways to also link their‬
‭performances and inferred cognitive abilities to how they experience and react to‬
‭their natural environments. In particular, literature on foraging behavior that‬
‭focuses on the likely trade-offs between the exploration versus exploitation of‬
‭different options has a similar focus on gaining information (exploration) versus‬
‭decision making (exploitation) (Berger-Tal et al. 2015, Addicot et al. 2017).”‬

‭COMMENT 2.42‬‭: In addition, in order to improve the‬‭flow of the discussion, the author‬
‭could consider adding sub-headings, indicating the outcome that is being discussed,‬
‭and these sub-headings could in fact echo the research questions/outcomes. It seems‬
‭that the order of the discussion already reflects this idea. Making it more explicit could‬
‭help to identify the key points to be discussed, for the reader, but also for the authors‬
‭themselves.‬

‭Reply 2.42: We decided not to introduce subheaders in the discussion, but it is‬
‭now structured to follow the new frame with the different research questions.‬
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‭COMMENT 2.43‬‭: Finally, to broaden the scope of the article and make these results‬
‭more relevant from an eco-evolutionary point of view, the authors could consider‬
‭assisting the reader with an additional figure linking flexibility, behavioural patterns and‬
‭environmental characteristics, which could be fully elaborated in a “speculation”‬
‭paragraph (as happens in some journals, such as “Oikos”). This could be useful both for‬
‭the introduction/prediction and for their discussion. For example, I am thinking of a‬
‭figure similar to the one published by Riotte- Lambert and Matthiopoulos‬
‭(“Environmental Predictability as a Cause and Consequence of Animal Movement”) on‬
‭the effect of environmental contingency and constancy (the underlying components of‬
‭predictability) on the spatiotemporal memory of animals. Here, instead of using‬
‭contingency and constancy, φ and λ could be used to create two matrices describing‬
‭respectively (1) which type/level of behaviour/flexibility and (2) environment correspond‬
‭to which values of the two parameters (e.g. environment “predictable in the short term”,‬
‭“predictable in the long term”, etc.), highlighting the area of this two-dimensional‬
‭landscape in which the grackles under study are located. This could allow the authors to‬
‭broaden the link between behavioural flexibility and the performance, and ultimately the‬
‭evolutionary success, of the species, as well as pointing out the limit of the applicability‬
‭of their findings. This is only a suggestion, however, and the authors can think of‬
‭something else that would place their work more strongly in an eco-evolutionary‬
‭framework.‬

‭Reply 2.43: We decided to focus the framework more on the psychological angle,‬
‭looking at what applying new approaches to behavioral experiments can‬
‭potentially reveal about underlying cognitive processes. The ideas suggested‬
‭here, and in the referenced article, will be very useful though for our additional‬
‭analyses that look at foraging and movement behavior of the grackles in their‬
‭natural environments.‬

‭I.8‬‭Miscellaneous‬

‭COMMENT 2.44‬‭: Although I believe from previous articles‬‭and team submissions that‬
‭this project has met animal ethics guidelines and has been approved by official entities,‬
‭the authors might consider writing such a paragraph (unless I missed it, my apologies).‬

‭Reply 2.44: We have added the information about ethical approvals to the‬
‭methods section:‬

‭“The research on the great-tailed grackles followed established ethical guidelines‬
‭for the involvement and treatment of animals in experiments and received‬
‭institutional approval prior to conducting the study (US Fish and Wildlife Service‬
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‭scientific collecting permit number MB76700A-0,1,2; US Geological Survey Bird‬
‭Banding Laboratory federal bird banding permit number 23872; Arizona Game‬
‭and Fish Department scientific collecting license number SP594338 [2017],‬
‭SP606267 [2018], and SP639866 [2019]; California Department of Fish and Wildlife‬
‭scientific collecting permit number S‐192100001‐19210‐001; Institutional Animal‬
‭Care and Use Committee at Arizona State University protocol number 17-1594R;‬
‭Institutional Animal Care and Use Committee at the University of California Santa‬
‭Barbara protocol number 958; University of Cambridge ethical review process‬
‭non-regulated use of animals in scientific procedures: zoo4/17 [2017]).”‬

‭Comments on the form‬

‭II.1‬‭Main text‬

‭COMMENT 2.45‬‭: Authors should stick to the Greek letter‬‭(φ, λ) in text, figures and‬
‭tables (unless there is a reason I didn’t understand for the differences, but it sometimes‬
‭happened in the same line, e.g. L426). For the figure, this can be done in‬‭R‬‭using the‬
‭“expression” function of the‬‭base‬‭package immediately‬‭available. I would like to point‬
‭out some typos “/phi” and “/lambda” L253, L309. As this is written in‬‭Rmarkdown‬‭, I have‬
‭seen that the “/” is inverted (you should use the opposite one).‬

‭Reply 2.45: We have now consistently switched the notation to the Greek letters 𝜙‬
‭and 𝜆, except for when we first introduce and define these terms (see reply 1.13).‬

‭COMMENT 2.46‬‭: Why label the paragraphs that follow‬‭the discussion with letters?‬
‭Perhaps the authors are considering deleting it (as PCI does not edit for publication).‬

‭Reply 2.46: The labeling of paragraphs was a formatting decision for the different‬
‭output formats that we generated (html, rmarkdown). For the PDF, we have now‬
‭removed these letters indicating the different sections.‬

‭II.2‬‭Abstract‬

‭COMMENT 2.47‬‭: L24, the authors may add “gaining” after‬‭“allows”.‬

‭Reply 2.47: We have completely rewritten the abstract (see reply 2.2).‬

‭II.3‬‭Introduction‬

‭COMMENT 2.48‬‭: L68-69, the authors might consider simplifying‬‭the sentence “based‬
‭on the reward they perceived during their most recent choice relative to the rewards the‬
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‭perceived when choosing this option previously” to “based on the reward of the most‬
‭recent choice relative to the previous rewards of that option”.‬

‭Reply 2.48: We have reformulated the description of the processes that are‬
‭expressed in the Bayesian reinforcement learning model:‬

‭“The learning of information is reflected by the Rescorla-Wagner rule (Rescorla &‬
‭Wagner 1972), which includes the association-updating rate (the label of the rate‬
‭differs across authors) to place weights the most recent information‬
‭proportionally to the previously accumulated information for that cue (as a‬
‭proportion the rate can range between 0 and 1, see below for equation).”‬

‭We‬

‭II.4‬‭Methods‬

‭COMMENT 2.49‬‭: In the equations, some spaces seem to‬‭be missing (e.g. in equation 1‬
‭of L141), before‬
‭and after the “=” and “+”.‬

‭Reply 2.49: We added spaces before and after the mathematical signs in the two‬
‭equations.‬

‭COMMENT 2.50‬‭: In L142, the authors may write that‬‭i‬‭takes the value 1 or 2 as follows:‬
‭i ∈ {1, 2}.‬

‭Reply 2.50: Thank you, we have changed this accordingly.‬

‭COMMENT 2.51‬‭: In equation 2, authors may consider‬‭writing the exponential function in‬
‭its classical form (e.g., ex), to improve readability.‬

‭Reply 2.51: In the mathematical notation for statistical models we have seen,‬
‭exponential is abbreviated as exp, so we have kept it this way.‬

‭COMMENT 2.52‬‭: References to the author C. Logan are‬‭different (e.g. L135, Logan CJ‬
‭et al., L 185 C. Logan et al.). The authors might consider making the different citations‬
‭more consistent, both in the main text and in the reference list. I suspect that this is due‬
‭to differences in writing in the bib file associated to the‬‭Rmarkdown‬‭document. In‬
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‭addition, there are two Logan et al. 2022 references, but they are cited the same way in‬
‭the text.‬

‭Reply 2.52: Thank you. We double-checked the bibtex file we used to generate the‬
‭reference list to make sure the references are consistently formatted and there‬
‭are no duplicates.‬

‭COMMENT 2.53‬‭: In the main text, I would consider using‬‭italicised variables when they‬
‭are quoted (e.g. when explaining variables in equations, t, P, j, i, etc.).‬

‭Reply 2.53: We italicized the quoted variables.‬

‭COMMENT 2.54‬‭: In L157, the reference to‬‭R‬‭(which I‬‭personally would have italicised)‬
‭is in square brackets, instead of parentheses. Again, if the authors use‬‭Rmarkdown‬‭, this‬
‭is due to the “;” used to separate the version from the reference. A simple “,” would‬
‭solve the problem.‬

‭Reply 2.54: Thank you, we have changed it so the reference to‬‭R‬‭appears in the‬
‭same way as the remaining references.‬

‭COMMENT 2.55‬‭: L184, I find the reference to the PDF‬‭unusual. Authors can only‬
‭consider adding the book reference, which would be listed with all the other citations.‬

‭Reply 2.55: We have changed this mentioning of the preregistration into a‬
‭reference that is included in the citation list.‬

‭COMMENT 2.56:‬‭For the equations in subparts 1) and‬‭3), the authors may consider: (i)‬
‭writing everything in a fully mathematical way (e.g., N (μ, σ), μ = a + bφ + cλ, αbatch‬
‭etc.). Furthermore, it seems to me to be unnatural (though somewhat understandable)‬
‭to label the underlying distribution used for the likelihood test as “likelihood”, as it is not‬
‭the likelihood itself. I would consider specifying only the formula for the linear model‬
‭(and if not, at least labelling it as “model” or “the model”, but only one of them, see the‬
‭difference between 1) and 3)), and then specifying where the parameter used as the‬
‭output variable comes from. For example, for 3) it would be: “We modelled the‬
‭probability to solve a locus‬‭p‬‭as a function of φ‬‭and λ such as ln p = αbatch +βφ+γλ‬
‭where‬‭p‬‭is the probability in 1−p a binomial distribution‬‭such that Nloci solved = B(4, p).‬
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‭Reply 2.56: We have rewritten all the descriptions of the statistical models (see‬
‭reply 1.2C). Given that we implemented all models with functions of the statistical‬
‭package ‘rethinking’, we decided on the mathematical notation used by the‬
‭author of the package (McElreath 2020) for consistency.‬

‭COMMENT 2.57‬‭: In addition, I would call (Equation‬‭3, 4, etc.) the equations just‬
‭mentioned, for consistency with equations 1 and 2.‬

‭Reply 2.57: To us, the descriptions of the statistical models are different from the‬
‭description of the equations that we also used in an analytical form. We therefore‬
‭decided not to label the statistical models, which is consistent with the‬
‭presentation in McElreath 2020.‬

‭II.5‬‭Results‬

‭COMMENT 2.58‬‭: In L314, I think there is a space missing‬‭before “Table 1”.‬

‭Reply 2.58: We have removed the table and all references to it.‬

‭COMMENT 2.59‬‭: References to models sometimes capitalise‬‭the “m” (e.g. L369), and‬
‭sometimes not (L385). The authors might consider copying this (and other typos, e.g.‬
‭L367, no space between the comma and the 3).‬

‭Reply 2.59: We now report the statistical results directly in the results text and‬
‭therefore removed the references to the numbered models.‬

‭II.6‬‭Discussion‬

‭COMMENT 2.60‬‭: The authors could consider deleting‬‭“go-no go”, L480, which does not‬
‭provide any information, and only mentioning an “inhibitory task”, or further detail the‬
‭layout of this task.‬

‭Reply 2.60: Good point, also “go - no go” is a term that is not familiar to most‬
‭readers. We have rephrased the sentence:‬

‭“For example, we previously found that grackles who are faster to complete an‬
‭inhibition task, where they had to learn to not react to a cue in order to gain a‬
‭reward, were slower to switch loci on the multi-access boxes (Logan et al. 2021).”‬

‭II.7‬‭Figures‬
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‭COMMENT 2.61‬‭: In Figure 1, the authors might consider capitalising the first word of‬
‭each axis, as is done in other figures.‬

‭Reply 2.61: We capitalised the first word of all axes labels.‬

‭COMMENT 2.62‬‭: In Figure 2, the authors might consider‬‭adding the mean, as statistics‬
‭are working on those, and note the median depicted by the boxplot. Furthermore, they‬
‭may consider removing the legend and colouring the Greek letters φ and λ as in the‬
‭boxplot, to make the figure simpler. As the figures appear to have been made with‬
‭ggplot‬‭, this can easily be done by using the‬‭ggtext‬‭package, and labelling the‬‭y‬‭axis with‬
‭html, for example (the colours are not those used, however).‬

‭ylab("<span style='font-size:20pt;font-weight:bold'>Standardised‬
‭<b style='color:#458b74'>&Phi</b>‬
‭<b style='color:#ffc125'>&Lambda</b>‬
‭of simulated individuals </span>")‬

‭Reply 2.62: We replaced the boxplot with dots showing the actual values. We also‬
‭added text to the figure legend to clarify that while in the figure the values are‬
‭shown together in groups, the analyses were always performed with the‬
‭ungrouped actual numbers. Thank you also for the advice on how to change the‬
‭axis title, we have indicated the respective coloring for φ and λ there.‬

‭COMMENT 2.63‬‭: In Figure 3, the authors may consider‬‭keeping the background white‬
‭(for consistency with the other figures), as well as labelling the‬‭y‬‭axis rather than the‬
‭graph itself. In addition, to be consistent with Figure 2, the title of the legend could be‬
‭capitalised.‬

‭Reply 2.63: We have changed the background of this figure to have the‬
‭presentation more uniform throughout. We decided however to keep the labels‬
‭above the plots in this figure because they help guide the reader for the‬
‭comparison in this figure with multiple panels.‬

‭COMMENT 2.64‬‭: In Figure 4, the authors can distinguish‬‭between significant and‬
‭non-significant pairwise comparisons (e.g., dashed or plain lines) to make it more‬
‭readable (perhaps the coefficient of estimates and its compatibility interval could also be‬
‭added to the middle of the arrow).‬

‭Reply 2.64: We have removed the previous Figure 4 (see Reply 1.7).‬
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‭COMMENT 2.65‬‭:‬‭Tables‬

‭The authors may rename the models, and specify the output variable (while being‬
‭consistent, the model is sometimes capitalized, e.g. model 6, or not, other models), so‬
‭that the reader can quickly identify which model it corresponds to, as there are many‬
‭presented, instead of just naming (“model 7 plastic” etc.). Also, I would like to point out‬
‭that the model numbers in the text and in the tables seem to me to be different (e.g.‬
‭L346, I believe the authors are referring to model 6 and not 20). The model numbers in‬
‭the text do indeed start at 17, if I am not mistaken.‬

‭The authors may want to double-check the different names of the variables: intercept is‬
‭sometimes called intercept per bird or simply intercept (whereas it is referred to as a or‬
‭α in the equations), the other variables include estimates (b * lambda), * is not a‬
‭mathematical term (which is ×; yet I believe estimates should not be included in the‬
‭label).‬

‭• The authors could consider highlighting the bold lines where significant. This would‬
‭make the tables easier to read. An alternative could be also to provide forest plots,‬
‭instead of such tables.‬

‭Reply 2.65: We have removed the tables and now report all statistical outcomes‬
‭directly in the result section.‬
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